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Abstract. This paper presents a targeted syntactic evaluation of Trans-
former models for Galician-Portuguese. We defined three experiments
that allow to explore how these models, trained with a masked language
modeling objective, encode syntactic knowledge. To do so, we created
a new dataset including test instances of number (subject-verb), gender
(subject-predicative adjective), and person (subject-inflected infinitive)
agreement. This dataset was used to evaluate monolingual and multilin-
gual BERT models, controlling for various aspects such as the presence
of attractors or the distance between the dependent elements. The re-
sults show that Transformer models perform competently in many cases,
but they are generally confounded by the presence of attractors in long-
distance dependencies. Moreover, the different behavior of monolingual
models trained with the same corpora reinforces the need for a deep
exploration of the network architectures and their learning process.
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1 Introduction

The use of modern artificial neural networks gave rise to significant improvements
on most NLP tasks [4]23], many of them requiring deep linguistic knowledge, such
as machine translation [6] or natural language understanding [21I]. This great
performance of deep neural networks, together with the fact that they learn from
text with no linguistic annotation, has provoked the interest of researchers from
different areas, including linguistics and cognitive science. In this regard, there


https://doi.org/10.1007/978-3-030-98305-5_5

2 Marcos Garcia and Alfredo Crespo-Otero

have been several studies that explore how different neural network architectures
capture linguistic —mainly syntactic— knowledge [16,11,8]E|

One of the most prevalent experiments to analyze the syntactic generaliza-
tions induced by artificial neural networks is the agreement prediction task,
which evaluates whether a model is able to learn a hierarchical morphosyntactic
dependency. Therefore, if in a sentence like

“O rapaz; que jogava com as suas amigas; estd;
‘The boy; who was playing with his friends; is;

*estdo; bem.”
| *are; happy.’

a model gives a higher probability to the singular form (“estd”, ‘is’) than to
the plural (“estao”, ‘are’) it may be an indication that the network is using
the hierarchical (syntactic) structure of natural languages instead of a linear
one (which would establish an agreement between “amigas” and “estao”, both in
plural). In this example, the noun “amigas” is used as an attractor which may
confound the model’s behavior with respect to the prediction of the subsequent
verb form [3UI1].

Inspired by this type of analysis, a new line of research, often dubbed Tar-
get Syntactic Evaluation (TSE) [I8], has recently emerged defining a variety of
analytical probes and releasing datasets in various languages (although mainly
in English). In this respect, some authors train ad-hoc long short-term memory
networks (LSTMs) to observe whether they can generalize syntactic knowledge
from raw text [I6], while others assess whether models trained on generic lan-
guage modeling objectives induce syntactic structures [I1].

However, to the best of our knowledge, there is no such syntactic evalua-
tion of Language Models (LMs) for Galician—Portugueseﬂ This paper presents a
TSE of Galician and Portuguese models based on Transformer [25], one of the
best-performing architectures for NLP. We created a dataset to evaluate num-
ber, gender, and person agreement dependencies, using instances of subject-verb
(e.g., “O rapaz |. . .| estd| *estdo”), subject-predicative adjective (e.g., “A rapariga
[...] é alta] *alto”), and subject-inflected infinitive (e.g., “Preparei a carne para
tu| *ele| *nds|. . .a comeres”), respectively. We evaluate monolingual and multi-
lingual models, showing that they behave competently, especially for number
and gender, but are unstable regarding the person agreement. Furthermore, the
results call for an in-depth analysis of the network architecture and learning
process, as different models trained with the same corpus show opposite trends.

The rest of the paper is structured as follows: Section [2] presents related work
on the evaluation of the syntactic abilities of neural language models. Then, Sec-
tion [3introduces the experiments and the dataset, while the results are discussed
in Section [d Finally, the conclusions of this study are drawn in Section [f]

! See [15] and [2] for a review on the syntactic evaluation of neural networks, and on
its relation to theoretical linguistics, respectively.

? Galician and Portuguese are usually considered varieties of a single language [14I7],
but the recent standardization of the former adopting a Spanish-based orthography
[22] makes difficult to process it using resources and tools built for Portuguese. Thus,
our division of Galician and Portuguese is based solely on their different spellings.
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2 Related Work

In their seminal paper, Linzen et alii assessed whether LSTMs (a type of recur-
rent neural networks, RNNs) capture syntactic structure from sequential data in
English [I6]. They presented the number prediction task, where a model should
encode both the number and the ‘subjecthood’ between a long-distance subject-
verb dependency (e.g., “The keys to the cabinet *is|are on the table”), and found
that, while a generic language modeling objective is not enough to generalize syn-
tax, supervised LSTMs adequately identify this type of structures. However, a
subsequent study analyzing 4 languages (Italian, English, Hebrew, and Russian)
showed that carefully constructed LSTM-based LMs are able to induce syntac-
tic generalizations in the number prediction task, with only a moderately lower
performance than humans, and performing well in non-sensical sentences [11].
Following this path, the authors of [I8] presented a test set for TSE in English,
including not only instances of subject-verb agreement but also other syntactic
phenomena. Several experiments using both RNN language models and syntax-
aware supervised RNNs showed that despite performing well in various scenarios,
the models’ performance is far from that of human annotators.

The impressive results obtained by Transformer-based BERT models [0] in
most NLP tasks also aroused the interest in exploring the syntactic knowledge
induced by the self-attention mechanism of this architecture [25]. Using previous
subject-verb agreement data in English, the results presented in [I0] suggest
that the non-recurrent architecture of BERT is able to induce long-distance
syntactic agreement. Then, Mueller et alii evaluated both LSTM and BERT
models in a multilingual scenario [19], using a cross-linguistic dataset of subject-
verb agreement in English, French, German, Hebrew, and Russian. Their results
show that the models use the cues provided by morphologically-rich languages
to learn syntactic generalizations and that multilingual models do not seem to
transfer syntactic information across languages.

More recently, [20] discussed different approaches to TSE other than using
manually selected verb pairs (e.g., “is|are”), while Hall et alit [12] questioned
the claims about the syntactic generalization capabilities of current LMs, after
obtaining lower results on semantically non-sensical sentences.

In this paper, we follow this line of research and create a new dataset to
evaluate number, gender, and person agreement in Galician-Portuguese (Gl and
Pt). This manually created dataset includes tens of target pairs, and contains
lexical variants to minimize the impact of collocational or statistical cues.

3 Materials and Methods

Here we present the experiments, data, and models used in the evaluation.

3.1 Experiments and data

We performed three experiments to explore how Transformer models identify
the dependency between a subject and its syntactic head, focusing on the fol-
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lowing morphosyntactic features: number and gender, on the one hand, and an
additional experiment on the person feature using the inflected infinitive, on the
other. Gender and number were evaluated in Gl and Pt, while person agreement
was only tested in Galician. The latter decision was made mainly because verbal
agreement presents a large variation in Brazilian varieties (e.g., second person
pronouns can agree with verb forms in both second and third person) [I7], and
this may complicate the analysis and interpretation of the resultsE|

To create the dataset, we selected as target (masked) words only those forms
appearing in the vocabulary of both monolingual and multilingual models, so
that the evaluations of all models can be done on the same number of instances]

Number agreement: For number agreement, we use subject-verb sentences
with a relative clause, e.g., “O rapaz; que jogava com as raparigas; estd;| *estdao;
bem” (‘The boy who played with the girls is|*are fine’), where we mask the
main verb (“estd”), which should have the same number as the subject of its
clause (“rapaz”). For each of the verbs with singular and plural forms in the
mentioned vocabularies (26 for Galician, and 18 for Portuguese), we created
a simple sentence with an embedded relative clause, generating new instances
with the following conditions: (i) singular and plural subjects (e.g., “o rapaz”,
“os rapazes”); (ii) masculine and feminine subjects (e.g., “a(s) rapariga(s)”); (iii)
3 variants for each subject (e.g., “a moga”, “o menino”, etc.); (iv) an attractor,
both in masculine and feminine, with a different number (which may confound a
sequential model) as the last noun of the relative clause (e.g., “o menino” vs. “os
meninos” and vs. “as meninas”)ﬂ (v) 3 variants of the attractors (as in subject);
and (vi) sentences with a longer dependency (e.g., “O rapaz que jogava ontem
no parque que foi inaugurado recentemente |[...|”). This allowed us to create a
total of 4,368 (Gl) and 3,024 (Pt) test items.

Gender agreement: Here we evaluate the gender agreement between the sub-
ject and a predicative adjective, e.g., “Os rapazes; que jogavam com as raparigas;
sdo altos;| *altasy” (‘The boys who played with the girls are tallpase|*tallpem’),
where we mask the adjective (“altos”). As in the first scenario, we assess the
impact of attractors, and of the distance of the dependency relation. We used
all adjectives with both masculine/feminine and singular/plural forms in the
vocabulary (e.g., “alto|altalaltos|altas”), totaling 22 for Galician and 23 for Por-
tuguese. Besides, we generated the same sentence variants as in the first exper-
iment, adapted to gender instead of number agreement. However, in this case,
we did not use the number variation for attractors (i.e., both the subject and
the attractor have the same number), as the verb inflection would behave as a
cue (e.g., “O rapaz; |...| as raparigas; &|sao; masked adjective;”). Therefore,

3 As this variation hardly exists in European Portuguese, the analysis of the person
feature can be easily done for this variety, and we leave this for further work. It is
worth mentioning, however, that most neural language models for Portuguese are
trained using large amounts of Brazilian data.

4 Data available at https://github.com/crespoalfredo/PROPOR2022-gl-pt

5 Note that we also included sentences without attractors to observe their impact.
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this subset is smaller than the one used for number agreement, having a total of
2,112 instances in Galician, and 2,304 instances in Portuguese.

Person agreement: We observe if the models identify the person (and number)
agreement between an inflected infinitive and its subject, e.g., “Preparei a carne
para v0s;| *eu/*nds. .. a comerdes;” (‘I prepared the meat for you,nap|[*us...to
eatynap,’), masking the subject (“vds”) of the infinitive (“comerdes”). To create
this subset we avoided the 1°* and 3" person singular pronouns (“eu”, “el|ela”,
“vostede”), as the inflected infinitive has the same form as the non-inflected one
in these persons. Then, we selected the nominative pronouns which appear in the
vocabulary of mBERT: 2°¢ person singular (“ti|tu”), 15* person plural (“nés”),
and 3' person plural (“eles|elas”). We chose 27 verbs and created the following
variants: (i) long and short contexts (which here do not modify the distance
between the target dependency); (ii) 2 tenses of the main verb (past and future,
e.g., “Preparei|Prepararei”); (iii) 2 persons of the main verb (1% and 3¢ singular,
e.g., “Preparei|Preparou”); (iv) position of the masked pronoun (before/after the
infinitive, e.g., “[...]| para a comerdes vds”). This subset has 1,296 instances (Gl).

Table 1. Average sizes (in number of tokens) of the short and long contexts. Number
and Gender include the distances between the dependent elements, where No and
Att refer to contexts without and with attractor, and Mi and Ma are micro-average
and macro-average values, respectively. For person, the values are the length of the
sentences, as the distance between the target elements is the same in both contexts.

Galician Portuguese
Short Long Short Long
No|Att| Mi|Ma|No| Att| Mi| Ma|No|Att| Mi|Ma|No| Att| Mi| Ma
Number|4.0{7.1|6.6/5.5|6.1| 9.1| 8.7| 7.6/4.1/8.1{7.5/6.1|6.1{10.1| 9.5| 8.1
Gender |5.1/7.016.5/6.1{9.1/11.0{10.5{10.1|5.1|7.9|7.2|6.5(9.0|11.7{11.0{10.3
Person 3.0 9.5 — —

Table [T)includes the size of short and long contexts in all subsets. For number
and gender, it shows the distances between the dependent elements with and
without attractors, along with their averages. For the person agreement task we
show the sentence length, as the distance between the target dependent elements
is the same in both contexts.

3.2 Models

We used the official multilingual BERT model (base cased, mBERT) [0] as a
baseline, which was trained on Wikipedia’s of 101 languages (including Galician
and Portuguese), with a cross-lingual vocabulary of 119,547 tokens. Besides, we
evaluated the following BERT models (using the Transformers library [27]):
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Galician: We used the base (12 layers) and small (6 layers) models described
in [9], with 119,547 and 52,000 cased tokens, respectivelyﬂ

Portuguese: We evaluated the large (24 layers) and base (12 layers) variants
of BERTimbau [24], both of them with a vocabulary size of 30,000 cased tokens.

It is worth noting that the monolingual models were trained with the same
corpora for each language, so that differences in the results will be due to the
architecture of the networks, or to the different vocabularies of the Galician LMs.

3.3 Evaluation

We performed the most common method for TSE in masked language models
[T0/19], which involves computing the accuracy by selecting, from the alternatives
provided by each instance in the dataset, the one to which the model assigns the
highest probability. In the number and gender agreement dependencies, each
example includes a pair of alternatives (correct|incorrect, e.g., “is|are”), while
for person we may have one or two alternatives as correct, and all the other
nominative pronouns as incorrect. For instance, in the following sentence:

[13 : b
Preparei a carne para a comerensapy,, €l€ssdppuniase] €085 plurFem - ﬂ

in which the inflected infinitive (“comeren”) is in the 3™ person plural, both
masculine and feminine pronouns with the same person are correct, while all the
other nominative pronouns are wrong. We compare the sum of the probabilities
of both classes (correct and incorrect), and select the highest one.

4 Results and Discussion

Table [2] shows the average results of the three experiments. In Galician, the
models followed the same trend in all cases, with BERT-base obtaining the higher
results followed by the small and multilingual models. However, in Portuguese,
BERT-base has on average slightly better performance than the large model, and
mBERT obtained competitive results. Overall, the accuracy values for number
and especially for gender are markedly higher than for person agreement (in Gl).

Number agreement: Figure (1| compares the impact of the attractors in both
short and long dependency contexts for number agreement. The first two columns
of each model indicate that the attractor produces a low effect in short depen-
dencies (except for mBERT), suggesting that in these cases the model may be
identifying the relation between the subject and the verb. The comparison be-
tween short and long contexts without attractors (columns 1 and 4) reinforces
this finding, as there are no remarkable differences between these values in the
monolingual models. However, columns 4 and 5 in Figure [l] indicate that the

5 We also evaluated the Bertinho models [26], with lower results not discussed here.
7 “Vostedes” (formal pronoun in the 274 person plural, agreeing with the 3' person
plural) is not used as it does not appear in the mBERT vocabulary.
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Table 2. Micro-average accuracy in the whole dataset for Galician and Portuguese.

Galician Portuguese
BERT-base BERT-smalllmBERT |BERT-large| BERT-base mBERT
Number 0.97 0.95 0.80 0.90 0.91 0.88
Gender 0.98 0.97 0.94 0.95 0.96 0.96
Person 0.73 0.65 0.32 — —
1 =
0o =2\ 27\ N O\
=i \ \ N\ A\
07 =N\ =\ =\ =11l N\ =N N
‘ Base (Gl) Small (GI) ~ mBERT (Gl)  Large (Pt) Base (Pt) mBERT (Pt)

B Short (no attract.) M Short (attract.) = Short (micro-avg) lll Long (no attractor) % Long (attractor) N\ Long (micro-avg)

Fig. 1. Accuracy on number agreement in Galician (Gl, left) and Portuguese (Pt, right)
for short and long dependencies vs. presence/absence of attractors. For each model,
we show six results: first representing short contexts (three bars columns: without
attractor, with attractor, and micro-average), and then for long dependency distances.

1
0.9
0.8
0.7
0.6

Base (Gl)

I :’!:
)

Small (GI)

DDDLDHOOMMMN
I

DN
__

N

mBERT (Gl)

Large (Pt)

T
)

Base (Pt)

TSR
V)

T I
V)

mBERT (Pt)

M Short (Sg) attract.® Long (Sg) attract.= Short (P1) attract.lll Long (PI) attract.Z Singular (micro-avg)N Plural (micro-avg)

Fig. 2. Accuracy on number agreement in Galician (Gl, left) and Portuguese (Pt, right)
for short and long dependencies vs. number of the main verb. There are 6 results per
model: the first pair of columns display singular and plural in short dependencies with
attractors; then, the same for plural number; last two columns are the micro-average
results (with and without attractors) for singular and plural.

performance of the models (especially mBERT and the Galician monolingual
models) in long-distance dependencies is affected by the presence of attractors.

The results in Figure [2| allow us to compare the performance of the models
with respect to the number of the verb of the main clause. The last two columns
of BERT-base (Gl) show that it has some bias towards the plural, while the other
models (in Gl and Pt) obtain better results with the singular number. Again,
this variation is higher in long-distance dependencies (except for mBERT).
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0.95 =
0.9 =
0.85 = = = =
Base (Gl) Small (Gl) mBERT (Gl) Large (Pt) Base (Pt) mBERT (Pt)
H Short HLong = No attract. i Attract. # Masculine # Feminine

Fig. 3. Accuracy on gender agreement (Gl at left, Pt at right). Each pair of columns
on each model displays, respectively, the following scenarios: short and long-distance
dependencies; absence and presence of attractors; masculine and feminine subjects.

Gender agreement: Overall, the results of gender agreement are higher than
those of number, also for the multilingual model (Figure . As expected, the
results are slightly lower in long-distance dependencies (columns 1 and 2), and
without attractor (columns 3 and 4), except for BERT-base in Portuguese. Re-
garding the gender of the target relation, BERT-base (Gl) and BERT-large (Pt)
show low biases (0.03) towards feminine and masculine, respectively, while the
other models seem more stable.

Person agreement: Concerning subject-inflected infinitive agreement, the re-
sults in Table [3| show that BERT-base performs noticeably better in the 15¢
plural, and similarly in the two other cases. Nevertheless, the small model pro-
duced very similar results for the 2°¢ singular and 15¢ plural, obtaining higher
results in the 3'¥ person plural. mBERT had relatively similar results in the 15¢
and 3" persons of the plural, and an extremely low accuracy in the 2"9 singular
(0.003, with only 3 correct answers out of 960 instances). Even though further
analyses are needed to understand the variation between the base and small
models (which were trained on the same corpora), the performance of mBERT
on the 2°¢ singular may be due to the low frequency of this person in writing
[1], particularly in the Wikipedia corpus used to train this model.

Table 3. Accuracy vs. person of the inflected infinitive (and its subject) in Galician.

BERT-base BERT-small mBERT
274 Sing 0.61 0.55 0.00
1% Plur 0.93 0.57 0.42
3" Plur 0.66 0.81 0.53

Finally, Figure [4] shows pairs of columns to allow for comparisons in the fol-
lowing scenarios: (a) short and long sentences, (b) subject-verb order, and (c)
person of the subject of the main verb of the sentence. These variations are in
general lower in mBERT, probably due to the low performance of this model in
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BERT-base BERT-small mBERT
W Short M Long = Before Il A fter 7 1st Per (Subj) N 3rd Per (Subj)

Fig. 4. Accuracy vs. sentence properties in the person agreement test. The variation
regarding the tense of the main verb is not shown as it is marginal (average of 0.004).

this experiment. Regarding the length of the sentence, both monolingual models
perform notoriously better in short contexts, even though context length does
not affect the distance of the target dependency. BERT-base (and mBERT) ob-
tains better results at predicting the subject pronoun when it occurs before the
inflected infinitive, while the small model behaves in the opposite way. Further-
more, the models’ performance also seems to be affected by the properties of
the main clause verb —which does not affect morphosyntactically the target
relation—, as all the models have higher accuracies with a 3" singular person.
These results may be due to the higher frequency of the 3" singular person in
writing, but further research is needed to explain this behavior.

In summary, these results show that Transformer models, especially mono-
lingual ones, generalize number and gender agreement even in long-distance de-
pendencies, or with the presence of attractors. However, both conditions seem
to mislead the models, whose performance drops significantly in this scenario.

5 Conclusions and Further Work

This paper has presented an evaluation of the syntactic capabilities of Trans-
former models for Galician-Portuguese. The results of the three experiments
conducted here, analyzing number, gender, and person features, show that mono-
lingual and multilingual models perform well on number and gender agreements,
while person, assessed using inflected infinitives, seems harder to generalize.

Even if the performance in this last evaluation may be influenced by the rela-
tively low frequency of the inflected infinitive in Galician corpora, the differences
of the monolingual models (trained on the same corpora) in the three experi-
ments suggest that the models’ architecture is crucial, as previous studies have
shown [ITJI3]. In this regard, Baroni proposes careful analyses of the network
architectures, treating them as algorithmic linguistic theories instead of empty
devices with no priors [2].

In future work, we plan to extend the dataset to include more syntactic
phenomena (including evaluations of the same features using different linguistic
structures), naturally occurring sentences from corpora, and also semantically
non-sensical —but syntactically well-formed— examples. Moreover, we intend to



10

Marcos Garcia and Alfredo Crespo-Otero

perform further analyses and evaluations that allow to compare our results with
those of other languages in similar scenarios, aimed at gaining new knowledge
about the grammatical competence of these models.
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