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Abstract. This paper gives an outline of eRisk 2021, the CLEF con-
ference’s fifth edition of this lab. The main goal of eRisk is to explore
issues of evaluation methodology, effectiveness metrics and other pro-
cesses related to early risk detection. Early alerting models may be used
in a variety of situations, including those involving health and safety.
This edition of eRisk had three tasks. The first task focused on early
detecting signs of pathological gambling. The second challenge was to
spot early signs of self-harm. The third required participants to fill out a
depression questionnaire (automatically, based on user writings on social
media).
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1 Introduction

The primary goal of eRisk is to investigate topics such as evaluation methodolo-
gies, metrics, and other factors relevant to developing research collections and
identifying problems for early risk identification. Early detection technologies
have the potential to be useful in a variety of fields, especially those related to
safety and health. Early alerts may be issued, for example, when a person begins
to exhibit symptoms of a psychotic illness, when a sexual abuser begins inter-
acting with an infant, or when a suspected criminal begins publishing antisocial
threats on the Internet.
While the evaluation methodology (strategies for developing new research sets,
innovative evaluation metrics, etc.) can be extended across various domains,
eRisk has so far concentrated on psychological issues (essentially, depression,



self-harm and eating disorders). We conducted an exploratory task on the early
diagnosis of depression in 2017 [4, 5]. This pilot task was focused on the evalua-
tion methods and test dataset described in [3]. In 2018, we continued the task on
early identification of symptoms of depression while also launching a new task on
early detection of signs of anorexia [7, 6]. In 2019, we ran the continuation of the
challenge on early identification of symptoms of anorexia, a challenge on early
detection of signs of self-harm, and a third task aimed at estimating a user’s
responses to a depression questionnaire focused on her social media interactions
[9, 10, 8]. Finally, in 2020, we continued with the early detection of self-harm and
the task on severity estimation of depression symptoms [12, 13, 11].

Over the years, we’ve been able to compare a variety of solutions that use diverse
technologies and models (e.g. Natural Language Processing, Machine Learning,
or Information Retrieval). We discovered that the interplay between psycholog-
ical disorders and language use is challenging and that the effectiveness of most
contributing systems is low. For example, most participants had performance
levels (e.g., in terms of F1) that were less than 70%. This suggests that this
kind of early prediction tasks requires additional investigation, and the solutions
offered so far have a lot of space for improvement.

In 2021, the lab had three campaign-style tasks [16]. The first task explores a new
domain: pathological gambling. We designed this new task in the same fashion
as previous early detection challenges. The second task is a continuation of the
early detection of the self-harm task. Finally, we provided the third edition of the
depression severity estimation task, where participants were required to analyse
the user’s posts and then estimate the user’s answers to a standard depression
questionnaire. These tasks are described in greater detail in the next sections of
this overview article. We had 76 teams registered for the lab. We finally received
results from 18 of them: 26 runs for Task 1, 55 runs for Task 2 and 36 for Task
3.

2 Task 1: Early Detection of Pathological Gambling

This was a new task in 2021. The challenge was to conduct a study on early
risk detection of pathological gambling. Pathological gambling (ICD-10-CM code
F63.0) is also called ludomania and usually referred to as gambling addiction (it
is an urge to gamble independently of its negative consequences). According
to the World Health Organization [1], in 2017, adult gambling addiction had
prevalence rates ranged from 0.1% to 6.0%. The task entailed sequentially pro-
cessing evidence and detecting early signs of pathological gambling, also known
as compulsive gambling or disordered gambling, as soon as possible. The task
is primarily concerned with evaluating Text Mining solutions and focuses on
texts written in Social Media. Participating systems had to read and process
the posts in the order in which they were created on Social Media. As a result,
systems that effectively perform this task could be used to sequentially monitor
user interactions in blogs, social networks, and other types of online media.



Table 1: Task 1 (pathological gambling). Main statistics of test collection

Test
Pathological Gamblers Control

Num. subjects 164 2,184
Num. submissions (posts & comments) 54,674 1,073,883
Avg num. of submissions per subject 333.37 491.70
Avg num. of days from first to last submission ≈ 560 ≈ 662
Avg num. words per submission 30.64 20.08

The test collection for this task had the same format as the collection described in
[3]. The source of data is also the same used for previous eRisks. It is a collection
of writings (posts or comments) from a set of Social Media users. There are two
categories of users, pathological gamblers and non-pathological gamblers, and,
for each user, the collection contains a sequence of writings (in chronological
order). We set up a server that iteratively gave user writings to the participating
teams. More information about the server can be found at the lab website4.

This was an “only test” task. No training data was provided to the participants.
The test stage consisted of participants connecting to our server and iteratively
receiving user writings and sending responses. At any point in the user chronol-
ogy, each participant could stop and issue an alert. After reading each user post,
the teams had to choose between: i) alerting about the user (the system predicts
the user will develop the risk) or ii) not alerting about the user. Alerts were re-
garded as final (i.e. further decisions about this individual were ignored), while
no alerts were considered as non-final (i.e. the participants could later submit
an alert about this user if they detected the appearance of signs of risk). This
choice had to be made for each user in the test split. The accuracy of the deci-
sions and the number of user writings required to make the decisions were used
to evaluate the systems (see below). To support the testing stage, we deployed
a REST service. The server iteratively distributed user writings to each partic-
ipant while waiting for their responses (no new user data was distributed to a
specific participant until the service received a decision from that team). The
service was open for submissions from February 1st, 2021, until April 23rd 2021.

In order to build the ground truth assessments, we followed existing approaches
that optimize the use of assessors time [14, 15]. These methods allow to build test
collections using simulated pooling strategies. Table 1 reports the main statistics
of the test collection used for T1. Evaluation measures are discussed in the next
sections.

2.1 Decision-based Evaluation

This form of evaluation revolves around the (binary) decisions taken for each user
by the participating systems. Besides standard classification measures (Precision,

4 https://early.irlab.org/server.html



Recall and F15), we computed ERDE, the early risk detection error used in
previous editions of the lab. A full description of ERDE can be found in [3].
Essentially, ERDE is an error measure that introduces a penalty for late correct
alerts (true positives). The penalty grows with the delay in emitting the alert,
and the delay is measured here as the number of user posts that had to be
processed before making the alert.
Since 2019, we complemented the evaluation report with additional decision-
based metrics that try to capture additional aspects of the problem. These met-
rics try to overcome some limitations of ERDE, namely:

– the penalty associated to true positives goes quickly to 1. This is due to the
functional form of the cost function (sigmoid).

– a perfect system, which detects the true positive case right after the first
round of messages (first chunk), does not get error equal to 0.

– with a method based on releasing data in a chunk-based way (as it was done
in 2017 and 2018) the contribution of each user to the performance evaluation
has a large variance (different for users with few writings per chunk vs users
with many writings per chunk).

– ERDE is not interpretable.

Some research teams have analysed these issues and proposed alternative ways
for evaluation. Trotzek and colleagues [18] proposed ERDE%

o . This is a variant of
ERDE that does not depend on the number of user writings seen before the alert
but, instead, it depends on the percentage of user writings seen before the alert.
In this way, user’s contributions to the evaluation are normalized (currently, all
users weight the same). However, there is an important limitation of ERDE%

o .
In real life applications, the overall number of user writings is not known in
advance. Social Media users post contents online and screening tools have to
make predictions with the evidence seen. In practice, you do not know when
(and if) a user’s thread of messages is exhausted. Thus, the performance metric
should not depend on knowledge about the total number of user writings.
Another proposal of an alternative evaluation metric for early risk prediction
was done by Sadeque and colleagues [17]. They proposed Flatency, which fits
better with our purposes. This measure is described next.
Imagine a user u ∈ U and an early risk detection system that iteratively analyzes
u’s writings (e.g. in chronological order, as they appear in Social Media) and,
after analyzing ku user writings (ku ≥ 1), takes a binary decision du ∈ {0, 1},
which represents the decision of the system about the user being a risk case.
By gu ∈ {0, 1}, we refer to the user’s golden truth label. A key component of
an early risk evaluation should be the delay on detecting true positives (we do
not want systems to detect these cases too late). Therefore, a first and intuitive
measure of delay can be defined as follows6:

5 computed with respect to the positive class.
6 Observe that Sadeque et al (see [17], pg 497) computed the latency for all users such

that gu = 1. We argue that latency should be computed only for the true positives.
The false negatives (gu = 1, du = 0) are not detected by the system and, therefore,
they would not generate an alert.



latencyTP = median{ku : u ∈ U, du = gu = 1} (1)

This measure of latency is calculated over the true positives detected by the
system and assesses the system’s delay based on the median number of writings
that the system had to process to detect such positive cases. This measure can
be included in the experimental report together with standard measures such as
Precision (P), Recall (R) and the F-measure (F):

P =
|u ∈ U : du = gu = 1|
|u ∈ U : du = 1|

(2)

R =
|u ∈ U : du = gu = 1|
|u ∈ U : gu = 1|

(3)

F =
2 · P ·R
P + R

(4)

Furthermore, Sadeque et al. proposed a measure, Flatency, which combines the
effectiveness of the decision (estimated with the F measure) and the delay7 in
the decision. This is calculated by multiplying F by a penalty factor based on the
median delay. More specifically, each individual (true positive) decision, taken
after reading ku writings, is assigned the following penalty:

penalty(ku) = −1 +
2

1 + exp−p·(ku−1)
(5)

where p is a parameter that determines how quickly the penalty should increase.
In [17], p was set such that the penalty equals 0.5 at the median number of posts
of a user8. Observe that a decision right after the first writing has no penalty
(i.e. penalty(1) = 0). Figure 1 plots how the latency penalty increases with the
number of observed writings.
The system’s overall speed factor is computed as:

speed = (1−median{penalty(ku) : u ∈ U, du = gu = 1}) (6)

where speed equals 1 for a system whose true positives are detected right at
the first writing. A slow system, which detects true positives after hundreds of
writings, will be assigned a speed score near 0.
Finally, the latency-weighted F score is simply:

Flatency = F · speed (7)

7 Again, we adopt Sadeque et al.’s proposal but we estimate latency only over the true
positives.

8 In the evaluation we set p to 0.0078, a setting obtained from the eRisk 2017 collection.
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Fig. 1: Latency penalty increases with the number of observed writings (ku)

Since 2019 user’s data were processed by the participants in a post by post
basis (i.e. we avoided a chunk-based release of data). Under these conditions,
the evaluation approach has the following properties:

– smooth grow of penalties;
– a perfect system gets Flatency = 1 ;
– for each user u the system can opt to stop at any point ku and, therefore,

now we do not have the effect of an imbalanced importance of users;
– Flatency is more interpretable than ERDE.

2.2 Ranking-based Evaluation

This section discusses an alternative form of evaluation, which was used as a
complement of the evaluation described above. After each release of data (new
user writing) the participants had to send back the following information (for
each user in the collection): i) a decision for the user (alert/no alert), which was
used to compute the decision-based metrics discussed above, and ii) a score that
represents the user’s level of risk (estimated from the evidence seen so far). We
used these scores to build a ranking of users in decreasing estimation of risk.
For each participating system, we have one ranking at each point (i.e., ranking
after 1 writing, ranking after 2 writings, etc.). This simulates a continuous re-
ranking approach based on the evidence seen so far. In a real life application,
this ranking would be presented to an expert user who could take decisions (e.g.
by inspecting the rankings).
Each ranking can be scored with standard IR metrics, such as P@10 or NDCG.
We therefore report the ranking-based performance of the systems after seeing
k writings (with varying k).

2.3 Task 1: Results

Table 2 shows the participating teams, the number of runs submitted and the
approximate lapse of time from the first response to the last response. This time



Table 2: Participating teams in Task 1: number of runs, number of user writings
processed by the team, and lapse of time taken for the whole process.

Team #Runs #User writings Lapse of time
processed (from 1st to last response)

RELAI 5 1231 9 days 05:42:11
UPV-Symanto 5 801 18:42:54
UNSL 5 2000 5 days 01:23:26
BLUE 5 1828 1 days 23:43:28
CeDRI 2 271 1 days 05:44:10
EFE 4 2000 3 days 03:02:22

lapse is indicative of the degree of automation of each team’s algorithms. A few
of the submitted runs processed the entire thread of messages (2000), but many
variants opted for stopping earlier. Three teams processed the thread of messages
in a reasonably fast way (around a day for processing the entire history of user
messages). The rest of the teams took several days to run the whole process.
Some teams took even more than a week. This suggests that they incorporated
some form of offline processing.

Table 3 reports the decision-based performance achieved by the participating
teams. In terms of Precision, F1, ERDE50 and latency-weighted F1, the best
performing run was submitted by the UNSL team. This run (#2) also has a quite
high level of Recall (.939). Many teams achieved perfect Recall at the expense
of very low Precision figures. In terms of ERDE5, the best performing run is
RELAI #0. This run, however, shows poor performance in terms of classification
accuracy. The majority of teams made quick decisions. Overall, these findings
indicate that some systems achieved a relatively high level of effectiveness with
only a few dozen user submissions. Social and public health systems may use
the best predictive algorithms to assist expert humans in detecting signs of
pathological gambling as early as possible.

Table 4 presents the ranking-based results. Because some teams only processed
a few dozens of user writings, we could only compute their user rankings for the
initial number of processsed writings.

Some runs (e.g., UNSL runs #0 #1 #2, RELAI #2) have the same levels of
ranking-based shallow effectiveness over multiple points (after one writing, after
100 writings, and so forth). However, for the 100 cut-off, only UNSL #2 obtains
the highest NDCG after one writing. This run is consistently the best performing
one in terms of ranking for every cut-off, metric and number of writings. The
UPV-Symanto team seems to have some bug on their model as it consistently
yielded zero performance.

In summary, UNSL #2 is overall the best performing run in ranking and decision-
based evaluation.



Table 3: Decision-based evaluation for Task 1

Team Run P R F
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UNSL 0 0.326 0.957 0.487 0.079 0.023 11 0.961 0.468
UNSL 1 0.137 0.982 0.241 0.060 0.035 4 0.988 0.238
UNSL 2 0.586 0.939 0.721 0.073 0.020 11 0.961 0.693
UNSL 3 0.084 0.963 0.155 0.066 0.060 1 1 0.155
UNSL 4 0.086 0.933 0.157 0.067 0.060 1 1 0.157
RELAI 0 0.138 0.988 0.243 0.048 0.036 1 1 0.243
RELAI 1 0.108 1 0.194 0.057 0.045 1 1 0.194
RELAI 2 0.071 1 0.132 0.067 0.064 1 1 0.132
RELAI 3 0.071 1 0.132 0.066 0.064 1 1 0.132
RELAI 4 0.070 1 0.131 0.066 0.065 1 1 0.131
BLUE 0 0.107 0.994 0.193 0.067 0.046 2 0.996 0.192
BLUE 1 0.157 0.988 0.271 0.054 0.036 2 0.996 0.270
BLUE 2 0.121 0.994 0.215 0.065 0.045 2 0.996 0.215
BLUE 3 0.095 1 0.174 0.071 0.051 2 0.996 0.173
BLUE 4 0.110 0.994 0.198 0.068 0.048 2 0.996 0.197
UPV-Symanto 0 0.042 0.415 0.077 0.088 0.087 1 1 0.077
UPV-Symanto 1 0.040 0.457 0.074 0.097 0.091 1 1 0.074
UPV-Symanto 2 0.030 0.238 0.053 0.093 0.091 1 1 0.053
UPV-Symanto 3 0.035 0.409 0.064 0.098 0.097 1 1 0.064
UPV-Symanto 4 0.028 0.256 0.051 0.098 0.095 1 1 0.051
CeDRI 0 0.076 1 0.142 0.079 0.060 2 0.996 0.141
CeDRI 1 0.070 1 0.131 0.066 0.065 1 1 0.131
EFE 0 0.251 0.640 0.361 0.079 0.037 16 0.942 0.340
EFE 1 0.296 0.537 0.382 0.076 0.043 31 0.884 0.337
EFE 2 0.233 0.750 0.356 0.082 0.033 11 0.961 0.342
EFE 3 0.292 0.549 0.381 0.076 0.044 31 0.884 0.337



Table 4: Ranking-based evaluation for Task 1
1 writing 100 writings 500 writings 1000 writings

Team Run P
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UNSL 0 1 1 0.81 1 1 1 1 1 1 1 1 1
UNSL 1 1 1 0.79 0.8 0.73 0.87 0.8 0.69 0.86 0.8 0.62 0.84
UNSL 2 1 1 0.85 1 1 1 1 1 1 1 1 1
UNSL 3 0.9 0.92 0.74 1 1 0.76 1 1 0.72 1 1 0.72
UNSL 4 1 1 0.69 0 0 0.25 0 0 0.11 0 0 0.13
RELAI 0 0.9 0.92 0.73 1 1 0.93 1 1 0.92 1 1 0.91
RELAI 1 1 1 0.72 1 1 0.91 1 1 0.91 1 1 0.91
RELAI 2 0.8 0.81 0.49 0.5 0.43 0.32 0.5 0.55 0.42 0.5 0.55 0.41
RELAI 3 0.8 0.88 0.61 0.6 0.68 0.49 0.7 0.77 0.55 0.8 0.85 0.55
RELAI 4 0.6 0.63 0.45 0 0 0.04 0 0 0.03 0 0 0.07
BLUE 0 0.9 0.88 0.61 0.8 0.73 0.57 0.9 0.93 0.64 0.7 0.78 0.60
BLUE 1 1 1 0.61 0.8 0.82 0.53 1 1 0.56 1 1 0.56
BLUE 2 0.6 0.70 0.73 0.8 0.87 0.76 0.8 0.88 0.75 0.9 0.90 0.76
BLUE 3 0.6 0.65 0.60 0.8 0.87 0.61 0.7 0.71 0.60 0.7 0.67 0.60
BLUE 4 0.9 0.81 0.73 1 1 0.77 1 1 0.76 1 1 0.78
UPV-Symanto 0 0 0 0 0 0 0 0 0 0
UPV-Symanto 1 0 0 0 0 0 0 0 0 0
UPV-Symanto 2 0 0 0 0 0 0 0 0 0
UPV-Symanto 3 0 0 0 0 0 0 0 0 0
UPV-Symanto 4 0 0 0 0 0 0 0 0 0
CeDRI 0 0.9 0.93 0.64 0.7 0.63 0.40
CeDRI 1 0 0 0.02 0 0 0.03
EFE 0 0.2 0.29 0.28 0.6 0.64 0.52 0.6 0.62 0.53 0.6 0.62 0.52
EFE 1 0.2 0.29 0.28 0.6 0.64 0.52 0.6 0.62 0.53 0.6 0.62 0.52
EFE 2 0.5 0.45 0.40 0.6 0.56 0.50 0.6 0.57 0.54 0.6 0.57 0.52
EFE 3 0.5 0.45 0.40 0.6 0.56 0.50 0.6 0.57 0.54 0.6 0.57 0.52



Table 5: Task 2 (self-harm). Main statistics of test collection

Train Test
Self-Harm Control Self-Harm Control

Num. subjects 145 618 152 1296
Num. submissions (posts & comments) 18,618 254,642 51,104 688,823
Avg num. of submissions per subject 128.4 412.0 336.2 531.5
Avg num. of days from first to last submission ≈ 312 ≈ 461 ≈ 346 ≈ 510
Avg num. words per submission 22.4 15.2 26.03 20.74

3 Task 2: Early Detection of Self-Harm

This is a continuation of 2019 task 2 and 2020 task 1. This task proposes the early
risk detection of self-harm in the very same way as described for pathological
gambling in Section 2. The test collection for this task also had the same format
as the collection described in [3]. The source of data is also the same used for
previous eRisks. Here are two categories of users, self-harm and non-self-harm,
and, for each user, the collection contains a sequence of writings (in chronological
order). We set up a server that iteratively gave user writings to the participating
teams. More information about the server can be found at the lab website9.
This was a train and a test task. The test phase followed the same procedure as
Task 1 (see Section 2). For the training stage, the teams had access to training
data where we released the whole history of writings for training users. We
indicated what users had explicitly mentioned that they had done self-harm.
The participants could therefore tune their systems with the training data. In
2021, the training data for Task 2 was composed of all 2019’s Task 2 users and
2020’s Task 1 test users.
Again, we followed existing methods to build the assessments using simulated
pooling strategies, which optimize the use of assessors time [14, 15]. Table 5
reports the main statistics of the train and test collections used for T2. The
same decision and ranking based measures as discussed in sections 2.1 and 2.2
were used for this task.

3.1 Task 2: Results

Table 6 shows the participating teams, the number of runs submitted and the
approximate lapse of time from the first response to the last response. The lapse
of time is indicative of the degree of automation of each team’s algorithms. A few
of the submitted runs processed the entire thread of messages (about 2000), but
many variants opted for stopping earlier or were not able to process the users’
history in time. Only one team was able to process the entire set of writings
in a reasonable amount of time (around a day or so for processing the entire
history of user messages). The remaining teams took several days to complete
the process. Some teams required more than a week. Again, this suggests that
they used some form of offline processing.

9 https://early.irlab.org/server.html



Table 6: Participating teams in Task 2: number of runs, number of user writings
processed by the team, and lapse of time taken for the whole process.

Team #Runs #User writings Lapse of time
processed (from 1st to last response)

NLP-UNED 5 472 07:08:37
AvocadoToast 3 379 10 days 13:20:37
Birmingham 5 11 2 days 08:01:32
NuFAST 3 6 17:07:57
NaCTeM 5 1999 5 days 20:22:04
EFE 4 1999 1 days 15:17:18
BioInfo@UAVR 2 91 1 days 02:21:30
NUS-IDS 5 46 3 days 08:11:46
RELAI 5 1561 11 days 00:49:27
CeDRI 3 369 1 days 09:51:27
BLUE 5 156 1 days 04:57:23
UPV-Symanto 5 538 11:56:33
UNSL 5 1999 3 days 17:36:10

Table 7 reports the decision-based performance achieved by the participating
teams. In terms of Precision, Birmingham run #2 obtains the highest values
but at the expenses of low Recall. Similarly, CEDRI systems #1 and #2 obtain
perfect Recall but with low Precision values. When considering the Precision-
Recall trade-off, UNSL #4 is the best performance being the only run over 0.6
(highest F1). Regarding latency-penalized metrics, UPV-Symanto #1 obtains
the best ERDE5 and UNSL #0 the best ERDE5 error value. It is again UNSL
#4, the one achieving the best latency-weighted F1. This run seems to be quite
balanced overall. When comparing the best values with the ones from last year,
the best values for Precision and F1 are lower than those reported in 2020. This
year the amount of released training data more than doubled, but the availability
of a larger training set was apparently no beneficial for the 2021 participants.
Therefore, these results seem to suggest the need of models that better exploit
existing information.

Table 8 presents the ranking-based results. Some runs perform equally for some
of the ranking-based effectiveness over different cut-off values (e.g., UNSL runs
#0 #3 #4 after one writing or NLP-UNED#4, BLUE #2 or UPV-Symanto #0
and #3 after 100 writings). After 500 and 1000 writings, RELAI #1 obtains
the best values for shallow cut-offs. UNSL #4 obtains the highest NDCG and
Precision at the 10 cut-off after one writing and very good values under the other
situations. This seems to point out that this effective run keeps the same good
overall behaviour as in the case of the decision-based evaluation.



Table 7: Decision-based evaluation for Task 2

Team Run P R F
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NLP-UNED 0 0.442 0.75 0.556 0.080 0.042 6 0.981 0.545
NLP-UNED 1 0.442 0.796 0.568 0.091 0.041 11 0.961 0.546
NLP-UNED 2 0.422 0.73 0.535 0.088 0.047 7 0.977 0.522
NLP-UNED 3 0.419 0.77 0.543 0.093 0.047 10 0.965 0.524
NLP-UNED 4 0.453 0.816 0.582 0.088 0.040 9 0.969 0.564
AvocadoToast 0 0.214 0.757 0.334 0.111 0.069 11 0.961 0.321
AvocadoToast 1 0.245 0.401 0.304 0.078 0.076 1 1 0.304
AvocadoToast 2 0.215 0.757 0.335 0.111 0.069 11 0.961 0.322
Birmingham 0 0.584 0.526 0.554 0.068 0.054 2 0.996 0.551
Birmingham 1 0.644 0.309 0.418 0.097 0.074 8 0.973 0.406
Birmingham 2 0.757 0.349 0.477 0.085 0.070 4 0.988 0.472
Birmingham 3 0.629 0.434 0.514 0.084 0.062 5 0.984 0.506
Birmingham 4 0 0 0 0.105 0.105
NuFAST 0 0.124 0.283 0.172 0.101 0.097 1 1 0.172
NuFAST 1 0.124 0.283 0.172 0.101 0.097 1 1 0.172
NuFAST 2 0.124 0.283 0.172 0.101 0.097 1 1 0.172
NaCTeM 0 0.108 0.882 0.193 0.185 0.184 1999 0.0 0.0
NaCTeM 1 0.108 0.882 0.193 0.185 0.184 1999 0.0 0.0
NaCTeM 2 0.108 0.882 0.193 0.185 0.184 1999 0.0 0.0
NaCTeM 3 0.108 0.882 0.193 0.184 0.184 1999 0.0 0.0
NaCTeM 4 0.108 0.882 0.193 0.184 0.184 1999 0.0 0.0
EFE 0 0.381 0.717 0.498 0.118 0.050 17 0.938 0.467
EFE 1 0.434 0.605 0.505 0.114 0.063 32 0.880 0.445
EFE 2 0.366 0.796 0.501 0.120 0.043 12 0.957 0.48
EFE 3 0.422 0.605 0.497 0.114 0.063 32 0.88 0.437
BioInfo@UAVR 0 0.233 0.862 0.367 0.136 0.050 22 0.918 0.337
BioInfo@UAVR 1 0.274 0.789 0.407 0.128 0.047 22 0.918 0.374
NUS-IDS 0 0.133 0.987 0.234 0.108 0.073 3 0.992 0.232
NUS-IDS 1 0.131 0.98 0.232 0.116 0.073 4 0.988 0.229
NUS-IDS 2 0.134 0.993 0.236 0.117 0.072 4 0.988 0.233
NUS-IDS 3 0.128 0.987 0.227 0.106 0.075 3 0.992 0.225
NUS-IDS 4 0.135 0.987 0.237 0.104 0.071 3 0.992 0.235
RELAI 0 0.138 0.967 0.242 0.140 0.073 5 0.984 0.238
RELAI 1 0.114 0.993 0.205 0.146 0.086 5 0.984 0.202
RELAI 2 0.488 0.276 0.353 0.087 0.082 2 0.996 0.352
RELAI 3 0.207 0.875 0.335 0.079 0.056 2 0.996 0.334
RELAI 4 0.119 0.868 0.209 0.120 0.089 2 0.996 0.208
CeDRI 0 0.110 0.993 0.199 0.109 0.090 2 0.996 0.198
CeDRI 1 0.116 1 0.207 0.113 0.085 2 0.996 0.206
CeDRI 2 0.105 1 0.190 0.096 0.094 1 1 0.190
BLUE 0 0.283 0.934 0.435 0.084 0.041 5 0.984 0.428
BLUE 1 0.142 0.875 0.245 0.117 0.081 4 0.988 0.242
BLUE 2 0.454 0.849 0.592 0.079 0.037 7 0.977 0.578
BLUE 3 0.394 0.868 0.542 0.075 0.035 5 0.984 0.534
BLUE 4 0.249 0.928 0.393 0.085 0.044 4 0.988 0.388
UPV-Symanto 0 0.307 0.678 0.422 0.097 0.051 5 0.984 0.416
UPV-Symanto 1 0.276 0.638 0.385 0.059 0.056 1 1 0.385
UPV-Symanto 2 0.313 0.645 0.422 0.072 0.053 2 0.996 0.420
UPV-Symanto 3 0.301 0.770 0.433 0.089 0.044 5 0.984 0.426
UPV-Symanto 4 0.198 0.711 0.310 0.082 0.063 3 0.992 0.307
UNSL 0 0.336 0.914 0.491 0.125 0.034 11 0.961 0.472
UNSL 1 0.110 0.987 0.198 0.093 0.092 1 1 0.198
UNSL 2 0.129 0.934 0.226 0.098 0.085 1 1 0.226
UNSL 3 0.464 0.803 0.588 0.064 0.038 3 0.992 0.583
UNSL 4 0.532 0.763 0.627 0.064 0.038 3 0.992 0.622



Table 8: Ranking-based evaluation for Task 2
1 writing 100 writings 500 writings 1000 writings
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NLP-UNED 0 0.8 0.82 0.47 0.8 0.74 0.47 0 0 0 0 0 0
NLP-UNED 1 0.7 0.68 0.39 0.8 0.86 0.55 0 0 0 0 0 0
NLP-UNED 2 0.9 0.81 0.39 0.6 0.44 0.44 0 0 0 0 0 0
NLP-UNED 3 0.6 0.6 0.37 0.6 0.58 0.47 0 0 0 0 0 0
NLP-UNED 4 0.5 0.47 0.32 0.9 0.94 0.55 0 0 0 0 0 0
AvocadoToast 0 0 0 0.11 0.7 0.5 0.52 0 0 0 0 0 0
AvocadoToast 1 0 0 0.1 0.3 0.28 0.26 0 0 0 0 0 0
AvocadoToast 2 0.1 0.06 0.12 0.7 0.5 0.52 0 0 0 0 0 0
Birmingham 0 0.3 0.41 0.12 0 0 0 0 0 0 0 0 0
Birmingham 1 0 0 0.03 0 0 0 0 0 0 0 0 0
Birmingham 2 0.1 0.19 0.07 0 0 0 0 0 0 0 0 0
Birmingham 3 0.1 0.07 0.08 0 0 0 0 0 0 0 0 0
Birmingham 4 0 0 0.11 0 0 0 0 0 0 0 0 0
NuFAST 0 0 0 0.08 0 0 0 0 0 0 0 0 0
NuFAST 1 0 0 0.08 0 0 0 0 0 0 0 0 0
NuFAST 2 0 0 0.08 0 0 0 0 0 0 0 0 0
NaCTeM 0 0.1 0.06 0.07 0 0 0.08 0.1 0.06 0.15 0 0 0.06
NaCTeM 1 0.1 0.06 0.14 0.1 0.07 0.09 0 0 0.1 0.1 0.06 0.07
NaCTeM 2 0.2 0.19 0.15 0.2 0.19 0.11 0.1 0.06 0.13 0.1 0.06 0.09
NaCTeM 3 0.1 0.06 0.07 0.1 0.06 0.08 0 0 0.11 0.1 0.19 0.18
NaCTeM 4 0 0 0.07 0.1 0.06 0.06 0.1 0.06 0.1 0.1 0.06 0.08
EFE 0 0.5 0.35 0.37 0.8 0.74 0.63 0.8 0.74 0.6 0.8 0.81 0.62
EFE 1 0.5 0.35 0.37 0.8 0.74 0.63 0.8 0.74 0.6 0.8 0.81 0.62
EFE 2 0.7 0.68 0.49 0.5 0.44 0.56 0.6 0.55 0.59 0.6 0.55 0.59
EFE 3 0.7 0.68 0.49 0.5 0.44 0.56 0.6 0.55 0.59 0.6 0.55 0.59
BioInfo@UAVR 0 0.1 0.06 0.13 0 0 0 0 0 0 0 0 0
BioInfo@UAVR 1 0.1 0.06 0.07 0 0 0 0 0 0 0 0 0
NUS-IDS 0 0.8 0.86 0.55 0 0 0 0 0 0 0 0 0
NUS-IDS 1 0.8 0.75 0.49 0 0 0 0 0 0 0 0 0
NUS-IDS 2 0.9 0.81 0.49 0 0 0 0 0 0 0 0 0
NUS-IDS 3 0.6 0.73 0.46 0 0 0 0 0 0 0 0 0
NUS-IDS 4 0.8 0.85 0.52 0 0 0 0 0 0 0 0 0
RELAI 0 0.1 0.06 0.11 0.4 0.37 0.46 0.4 0.32 0.38 0.5 0.47 0.41
RELAI 1 0 0 0.12 0.2 0.12 0.36 0 0 0.27 0.1 0.06 0.28
RELAI 2 0.8 0.71 0.4 0.4 0.28 0.40 1 1 0.6 1 1 0.57
RELAI 3 0.7 0.76 0.43 0 0 0.31 0.9 0.88 0.59 0.8 0.75 0.56
RELAI 4 0.4 0.44 0.34 0 0 0.21 0.4 0.34 0.27 0.5 0.5 0.31
CeDRI 0 0.3 0.35 0.35 0.5 0.54 0.31 0 0 0 0 0 0
CeDRI 1 0.3 0.38 0.19 0.4 0.54 0.2 0 0 0 0 0 0
CeDRI 2 0.1 0.1 0.07 0.2 0.25 0.12 0 0 0 0 0 0
BLUE 0 0.7 0.75 0.54 0.8 0.82 0.59 0 0 0 0 0 0
BLUE 1 0.2 0.13 0.26 0.4 0.41 0.29 0 0 0 0 0 0
BLUE 2 0.6 0.49 0.50 0.9 0.94 0.55 0 0 0 0 0 0
BLUE 3 0.6 0.43 0.49 0.8 0.87 0.54 0 0 0 0 0 0
BLUE 4 0.7 0.61 0.52 0.8 0.88 0.55 0 0 0 0 0 0
UPV-Symanto 0 0.8 0.83 0.53 0.9 0.94 0.67 0.9 0.94 0.67 0 0 0
UPV-Symanto 1 0.8 0.88 0.5 0.8 0.69 0.64 0.8 0.69 0.64 0 0 0
UPV-Symanto 2 0.8 0.82 0.55 0.8 0.83 0.59 0.8 0.83 0.59 0 0 0
UPV-Symanto 3 0.6 0.70 0.51 0.9 0.94 0.69 0.9 0.94 0.69 0 0 0
UPV-Symanto 4 0.9 0.93 0.53 0.9 0.81 0.65 0.9 0.81 0.65 0 0 0
UNSL 0 1 1 0.70 0.7 0.74 0.82 0.8 0.81 0.8 0.8 0.81 0.80
UNSL 1 0.8 0.82 0.61 0.8 0.73 0.59 0.9 0.94 0.58 1 1 0.61
UNSL 2 0.3 0.27 0.28 0 0 0 0 0 0 0 0 0
UNSL 3 1 1 0.63 0.9 0.81 0.76 0.9 0.81 0.71 0.8 0.73 0.69
UNSL 4 1 1 0.63 0.9 0.81 0.76 0.9 0.81 0.71 0.8 0.73 0.69



4 Task 3: Measuring the Severity of the Signs of
Depression

This task is a continuation of Task 3 from 2019 and Task 2 from 2020. The
task consists of estimating the degree of depression based on a thread of user
submissions. Participants were given the full history of postings for each user (in
a single release of data), and they were required to fill out a standard depression
questionnaire based on the evidence found in the history of postings. Participants
in 2021 had the option of using 2019 and 2020 data as training data (filled
questionnaires and social media submissions from the users, i.e. a training set
composed of 90 users).
The questionnaire is derived from the Beck’s Depression Inventory (BDI) [2],
which assesses the presence of feelings like sadness, pessimism, loss of energy,
etc, for the detection of depression. The questionnaire contains the 21 questions
reported in Table 9.

Table 9: Beck’s Depression Inventory

Instructions:

This questionnaire consists of 21 groups of statements. Please read each group of statements
carefully, and then pick out the one statement in eachgroup that best describes the way you
feel. If several statements in thegroup seem to apply equally well, choose the highest number
for that group.

1. Sadness
0. I do not feel sad.
1. I feel sad much of the time.
2. I am sad all the time.
3. I am so sad or unhappy that I can’t stand it.

2.Pessimism
0. I am not discouraged about my future.
1. I feel more discouraged about my future than I used to be.
2. I do not expect things to work out for me.
3. I feel my future is hopeless and will only get worse.

3.Past Failure
0. I do not feel like a failure.
1. I have failed more than I should have.
2. As I look back, I see a lot of failures.
3. I feel I am a total failure as a person.

4. Loss of Pleasure
0. I get as much pleasure as I ever did from the things I enjoy.
1. I don’t enjoy things as much as I used to.
2. I get very little pleasure from the things I used to enjoy.
3. I can’t get any pleasure from the things I used to enjoy.

5. Guilty Feelings
0. I don’t feel particularly guilty.
1. I feel guilty over many things I have done or should have done.
2. I feel quite guilty most of the time.
3. I feel guilty all of the time.

6. Punishment Feelings
0. I don’t feel I am being punished.
1. I feel I may be punished.
2. I expect to be punished.
3. I feel I am being punished.



Table 9: Beck’s Depression Inventory (continued)

7. Self-Dislike
0. I feel the same about myself as ever.
1. I have lost confidence in myself.
2. I am disappointed in myself.
3. I dislike myself.

8. Self-Criticalness
0. I don’t criticize or blame myself more than usual.
1. I am more critical of myself than I used to be.
2. I criticize myself for all of my faults.
3. I blame myself for everything bad that happens.

9. Suicidal Thoughts or Wishes
0. I don’t have any thoughts of killing myself.
1. I have thoughts of killing myself, but I would not carry them out.
2. I would like to kill myself.
3. I would kill myself if I had the chance.

10.Crying
0. I don’t cry anymore than I used to.
1. I cry more than I used to.
2. I cry over every little thing.
3. I feel like crying, but I can’t.

11.Agitation
0. I am no more restless or wound up than usual.
1. I feel more restless or wound up than usual.
2. I am so restless or agitated that it’s hard to stay still.
3. I am so restless or agitated that I have to keep moving or doing something.

12.Loss of Interest
0. I have not lost interest in other people or activities.
1. I am less interested in other people or things than before.
2. I have lost most of my interest in other people or things.
3. It’s hard to get interested in anything.

13. Indecisiveness
0. I make decisions about as well as ever.
1. I find it more difficult to make decisions than usual.
2. I have much greater difficulty in making decisions than I used to.
3. I have trouble making any decisions.

14. Worthlessness
0. I do not feel I am worthless.
1. I don’t consider myself as worthwhile and useful as I used to.
2. I feel more worthless as compared to other people.
3. I feel utterly worthless.

15. Loss of Energy
0. I have as much energy as ever.
1. I have less energy than I used to have.
2. I don’t have enough energy to do very much.
3. I don’t have enough energy to do anything.

16. Changes in Sleeping Pattern
0. I have not experienced any change in my sleeping pattern.
1a. I sleep somewhat more than usual.
1b. I sleep somewhat less than usual.
2a. I sleep a lot more than usual.
2b. I sleep a Iot less than usual.
3a. I sleep most of the day.
3b. I wake up 1-2 hours early and can’t get back to sleep.

17. Irritability
0. I am no more irritable than usual.



Table 9: Beck’s Depression Inventory (continued)

1. I am more irritable than usual.
2. I am much more irritable than usual.
3. I am irritable all the time.

18. Changes in Appetite
0. I have not experienced any change in my appetite.
1a. My appetite is somewhat less than usual.
1b. My appetite is somewhat greater than usual.
2a. My appetite is much less than before.
2b. My appetite is much greater than usual.
3a. I have no appetite at all.
3b. I crave food all the time.

19. Concentration Difficulty
0. I can concentrate as well as ever.
1. I can’t concentrate as well as usual.
2. It’s hard to keep my mind on anything for very long.
3. I find I can’t concentrate on anything.

20.Tiredness or Fatigue
0. I am no more tired or fatigued than usual.
1. I get more tired or fatigued more easily than usual.
2. I am too tired or fatigued to do a lot of the things I used to do.
3. I am too tired or fatigued to do most of the things I used to do.

21.Loss of Interest in Sex
0. I have not noticed any recent change in my interest in sex.
1. I am less interested in sex than I used to be.
2. I am much less interested in sex now.
3. I have lost interest in sex completely.

The task aims at exploring the viability of automatically estimating the severity
of the multiple symptoms associated with depression. Given the user’s history of
writings, the algorithms had to estimate the user’s response to each individual
question. We collected questionnaires filled by Social Media users together with
their history of writings (we extracted each history of writings right after the
user provided us with the filled questionnaire). The questionnaires filled by the
users (ground truth) were used to assess the quality of the responses provided
by the participating systems.
The participants were given a dataset with 80 test users and they were asked to
produce a file with the following structure:

username1 answer1 answer2 .... answer21

username2 ....

....

Each line has a user identifier and 21 values. These values correspond to the
responses to the questions of the depression questionnaire (the possible values
are 0, 1a, 1b, 2a, 2b, 3a, 3b -for questions 16 and 18- and 0, 1, 2, 3 -for the rest
of the questions-).

4.1 Task 3: Evaluation Metrics

For consistency purposes, we employed the same evaluation metrics utilised in
2019 and 2020. These metrics assess the quality of a questionnaire filled by



a system in comparison with the real questionnaire filled by the actual Social
Media user:

– Average Hit Rate (AHR): Hit Rate (HR) averaged over all users. HR is
a stringent measure that computes the ratio of cases where the automatic
questionnaire has the same answer as the actual answers to the questionnaire.
For example, an automatic questionnaire with five matches gets HR equal
to 5/21 (because there are 21 questions in the form).

– Average Closeness Rate (ACR): Closeness Rate (CR) averaged over all
users. CR takes into account that the answers of the depression questionnaire
represent an ordinal scale. For example, consider the #17 question:

17. Irritability

0. I am no more irritable than usual.

1. I am more irritable than usual.

2. I am much more irritable than usual.

3. I am irritable all the time.

Imagine that the real user answered ”0”. A system S1 whose answer is ”3”
should be penalised more than a system S2 whose answer is ”1”. For each
question, CR computes the absolute difference (ad) between the real and
the automated answer (e.g. ad=3 and ad=1 for S1 and S2, respectively)
and, next, this absolute difference is transformed into an effectiveness score
as follows: CR = (mad − ad)/mad, where mad is the maximum absolute
difference, which is equal to the number of possible answers minus one10

– Average DODL (ADODL): Difference between overall depression levels
(DODL) averaged over all users. The previous measures assess the systems’
ability to answer each question in the form. DODL, instead, does not look
at question-level hits or differences but computes the overall depression level
(sum of all the answers) for the real and automated questionnaire and, next,
the absolute difference (ad overall) between the real and the automated
score is computed.
Depression levels are integers between 0 and 63 and, thus, DODL is nor-
malised into [0,1] as follows: DODL = (63− ad overall)/63.

– Depression Category Hit Rate (DCHR). In the psychological domain,
it is customary to associate depression levels with the following categories:

minimal depression (depression levels 0-9)

mild depression (depression levels 10-18)

moderate depression (depression levels 19-29)

severe depression (depression levels 30-63)

The last effectiveness measure consists of computing the fraction of cases
where the automated questionnaire led to a depression category that is equiv-
alent to the depression category obtained from the real questionnaire.

10 In the two questions (#16 and #18) that have seven possible answers {0, 1a, 1b,
2a, 2b, 3a , 3b} the pairs (1a, 1b), (2a, 2b), (3a, 3b) are considered equivalent because
they reflect the same depression level. As a consequence, the difference between 3b
and 0 is equal to 3 (and the difference between 1a and 1b is equal to 0).



4.2 Task 3: Results

Table 10 presents the results achieved by the participants in this task.

Starting with the AHR scores, the results in the task show that the best teams get
rates below 40% of correct answers. These results do not improve but are aligned
with the results obtained in the tasks of previous years (eRisk’s Task 3 in 2019
and Task 2 in 2020), whose best AHR ratios were around 40%. This suggests
that analyzing user posts can help extract some signals or symptoms related
to depression. In the case of ACR, the best performing run (UPV-Symanto
4 symanto upv lingfeat cor) shows a 73.17%, exceeding the 70% ACR barrier
established in previous years, which represents a sustained improvement in the
results of this metric for this task. However, this value is only slightly better than
the näive all 1s algorithm (72.90%). This metric penalizes high distances between
the correct answer and the answer given by the system and, thus, it somehow
favours conservative answers. By always choosing 1, the all 1s algorithm sets
an upper limit of the distance equal to 2 (it gets 2 when the correct answer
is 3). In terms of AHR, some participating runs outperform the näive baseline
algorithms (all 1s = 23.03%, all 0s = 32.02%). This implies that the distance-
based ACR metric penalizes system failures in estimating response to an item
more effectively.

These results put forth an existing barrier in the generalization process: from the
specific estimation of individual answers (to each question in the questionnaire)
to the overall estimation of the subject’s depression level. In terms of ADODL,
the best run (CYUT run 2) shows rates around 83.59%, representing a tiny
percentage improvement compared to previous years (the best ADODL result
obtained in Task 2 2020 was 83.15%).

Several teams offer values greater than 80% in the ADODL metric, strengthening
the values obtained in previous years. However, the difficulty in the generaliza-
tion process is clearly appreciated when we analyze the DCHR metric. In this
case, the best performing run (CYUT run 2) gets the depression category right
for only 41.25% of the individuals. This result is slightly lower than the max-
imum obtained in previous years (around 45% of individuals in Task 2 2020).
This value is better than the baseline variants but, still, there is much room for
improvement, and the trend in the data remains consistent throughout successive
editions.

These results confirm the task’s viability for automatically extracting some
depression-related evidence from social media activity. Still, there is a need to
improve the generalization process in order to advance towards a more com-
prehensive, more effective depression screening tool. Some of our future plans
include to further analyze the participants’ estimations (e.g., to determine which
particular BDI questions are easier or harder to answer automatically) and to
study whether or not specific questions of the questionnaire are more influential
to the global depression score (ADODL and DCHR).



Table 10: Task 3 Results. Participating teams and runs with corresponding scores
in AHR, ACR, ADODL and DCHR metrics. Stared runs did not submit decisions for
every subject.
Run AHR ACR ADODL DCHR

BLUE run0 27.86% 64.66% 74.15% 17.50%
BLUE run1 30.00% 64.58% 70.65% 11.25%
BLUE run2 30.36% 65.42% 75.42% 21.25%
BLUE run3 29.52% 64.70% 73.63% 13.75%
BLUE run4 29.76% 65.04% 74.84% 15.00%
CYUT run1 32.02% 66.33% 75.34% 20.00%
CYUT run2 32.62% 69.46% 83.59% 41.25%
CYUT run3 28.39% 63.51% 80.10% 38.75%
DUTH ATHENA MaxFT 31.43% 64.86% 74.46% 15.00%
DUTH ATHENA MeanFT 32.02% 65.63% 73.81% 12.50%
DUTH ATHENA MeanPosts 25.06% 63.97% 80.28% 30.00%
DUTH ATHENA MeanPostsAB 33.04% 67.86% 80.32% 27.50%
DUTH ATHENA MeanPostsSVM 35.36% 67.18% 73.97% 15.00%
NaCTeM run1 31.43% 64.54% 74.98% 18.75%
NaCTeM run2 31.55% 65.00% 75.04% 21.25%
NaCTeM run3 32.86% 66.67% 76.23% 22.50%
RELAI dmknn dan 34.64% 67.58% 78.69% 23.75%
RELAI dmknn danb 30.18% 65.26% 78.91% 25.00%
RELAI etm ∗ 38.78% 72.56% 80.27% 35.71%
RELAI k nn dan 34.82% 66.07% 72.38% 11.25%
RELAI lda 28.33% 63.19% 68.00% 10.00%
Tanvi Darci run 0 35.12% 67.76% 75.81% 22.50%
Unior NLP uniorA 31.67% 63.95% 69.42% 08.75%
Unior NLP uniorB 31.61% 64.66% 74.74% 15.00%
Unior NLP uniorC 28.63% 63.31% 76.45% 20.00%
Unior NLP uniorD 28.10% 64.25% 71.27% 15.00%
uOttawa1 sim BERT base+ 28.39% 65.73% 78.91% 25.00%
uOttawa2 Top2Vec USE+ 28.04% 63.00% 77.32% 27.50%
uOttawa3 sim BERT large+ 25.83% 59.68% 71.23% 27.50%
uOttawa4 Ensemble BERT QA 27.68% 62.08% 76.92% 20.00%
uOttawa5 sim ROBERTA+ 26.31% 62.60% 76.45% 30.00%
UPV-Symanto 0 symanto upv svm linear drb 34.58% 67.32% 75.62% 26.25%
UPV-Symanto 1 symanto upv svm linear mt30 32.20% 66.05% 77.28% 26.25%
UPV-Symanto 2 symanto upv svm linear 33.15% 66.05% 75.42% 23.75%
UPV-Symanto 3 symanto upv rfc df40 mt30 33.09% 66.39% 76.87% 23.75%
UPV-Symanto 4 symanto upv lingfeat cors 34.17% 73.17% 82.42% 32.50%

All 0s Baseline 23.03% 54.92% 54.92% 7.50%
All 1s Baseline 32.02% 72.90% 81.63% 33.75%



5 Conclusions

This paper provided an overview of eRisk 2021. The fifth edition of this lab
focused on two types of tasks. On the one hand, two tasks were on early detec-
tion of pathological gambling and self-harm (Task 1 and 2, respectively), where
participants had sequential access to the user’s social media posts and had to
send alerts about at-risk individuals. On the other hand, one task was released
to measuring the severity of the signs of depression (Task 3), where the partic-
ipants were given the full user history, and their systems had to automatically
estimate the user’s responses to a standard depression questionnaire
The proposed tasks received 117 runs from 18 teams in total. Although the
effectiveness of the proposed solutions is still limited, the experimental results
show that evidence extracted from social media is valuable, and automatic or
semi-automatic screening tools could be developed to detect at-risk individuals.
These results encourage us to further investigate the development of benchmarks
for text-based screening of risk indicators.
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