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Abstract— Hardware accelerators are critical in providing
real-time processing for edge computing applications, particu-
larly in the context of convolutional neural networks. A crucial
challenge in this context is achieving low power consumption
while maintaining an appropriate performance in terms of ac-
curacy. This work delves into a thorough analysis of prospective
architectures for the core cell of the multiply-and-accumulate
function, monitoring each structure’s crucial benefits and
drawbacks. It includes electrical simulations comparing their
performance in a 180 nm process node for 1.8 V and 3.3 V.
Moreover, a process corner simulation is proposed to identify
on-chip process variations in the voltage error of the proposed
design under different input voltages. Notably, the minimum
corner errors observed at +15 and -7 sign bits are 0.45%
and 0.63%, respectively. The significant outcome highlights that
the single-switch implementation achieves optimal performance,
displaying the lowest error value of 0.14%, specifically at the
+15 sign bit and operating at 1.8 V.

Index Terms— In-memory computing, convnets, neural net-
work hardware accelerator, mixed-mode, CNN.

I. INTRODUCTION

Computer vision has made great strides in recent years
due to the increased adoption of deep learning algorithms.
These methods have significantly advanced the state-of-
the-art in numerous tasks, including speech analysis, ob-
ject recognition, and face recognition [1]. A deep neural
network (DNN) comprises successive layers with different
operations, where convolutions are the primary focus and
critical components in DNN accelerator designs [2]. Convo-
lutional Neural Networks (CNNs) use convolutional layers
for feature extraction. However, they struggle with real-time
performance and energy efficiency, as convolutional layers
involve multiplication and accumulation (MAC) operations
[3]. While MAC DNN accelerators have been developed to
meet computational demands, they often lead to increased
power consumption, posing challenges for deploying Edge
Artificial Intelligence (AI) [4].

Unlike traditional Von Neumann architectures, DNN hard-
ware accelerators employ memory-efficient designs such as
CMOS or emerging memory technologies like FeRAM for
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Fig. 1: (a) Von Neumann architecture, in which CPU
and memory are separated and connected through a high-
bandwidth bus, (b) SRAM-based IMC, in which the compu-
tation is performed directly in the SRAM memory array.

In-Memory-Computing (IMC), as depicted in Fig. 1. These
innovative designs aim to minimize data transfers between
memory and processing units, ultimately reducing commu-
nication and power requirements [5]. Therefore, leveraging
IMC to accelerate MAC operations is strongly advocated to
achieve superior performance and energy efficiency in on-
chip DNNs [6].

This design choice is significant for edge-based AI, es-
pecially in the Internet of Things (IoT). The paper evalu-
ates diverse 5-bit IMC designs in a 180 nm process node
operating at 1.8 V and 3.3 V. Our investigation includes
a comprehensive study of architecture and voltage’s impact
on system performance and a thorough analysis of errors in
single and 3×3 multipliers. The multipliers used in this work
are based on the concept of time-current multiplication [7],
[8]. These cells rely on a controllable current source that
can be selectively turned on and off in diverse ways. The
paper addresses the impact of various strategies to control the
current source. It delves into two approaches to positioning
switches behind (Pre-Swtich Structure - PrSS) or after (Post-
Switch Structure - PSS) a single transistor current source.
These switches utilize a single transistor (S-SW) controlled
by some logic or three transistors in series (M-SW). These
analyses are repeated for the two voltage domains presented
in the technology node and evaluate whether increasing the
power consumption of the 3.3 V domain works in the case
of the 1.8 V voltage domain.

The paper is structured as follows: Section II intro-
duces the baseline architecture and the design of the 5-
bit multiplier. Section III explores various implementation
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Fig. 2: (a) In-memory multiplier concept in pre-switch struc-
ture (PrSS) and (b) post-switch structure (PSS).

approaches, while in Section IV, we present a quantitative
analysis of the multiplier’s performance. Finally, Section V
summarizes our findings and gives an outlook and conclu-
sions.

II. 5-BIT MULTIPLIER DESIGN

In this work, we employ current-time multiplication to
carry out the MAC operations in the analog domain. This
method involves switching a controlled current, proportional
to a filter weight, across the entire period of the input feature
map. Subsequently, this current is integrated into a capacitor,
yielding the desired result [9]. It’s worth noting that image
filters and algorithms often have the potential to reuse
the same weights across different sections or layers. This
characteristic suits them particularly for IMC architectures,
where the same weights can be stored and utilized without
frequent updates. In our baseline architecture, the primary
operation is convolution, which efficiently computes inner
products, generating output feature map values (Outnx,y).
Here, Ini,j,k represents the weights associated with a set of
N 2-D filters (where n ranges from 1 to N), and Tx,y,k

corresponds to the input data. This collective process creates
a 3-D feature map [10]. The mathematical representation of
this process is as follows:

Outnx,y =
∑
i,j,k

Ini,j,k × Tx+i,y+j,k (1)

We introduce the customized IMC multipliers for a 5-
bit signed system and delve into a detailed analysis of a
single multiplier, providing insights into its operation and
performance. As previously mentioned, two different 5-bit
signed multipliers, PrSS and PSS, illustrated in Fig. 2(a),
Fig. 2(b) respectively. A 5-bit signed multiplier optimized
for computational efficiency in DNN operations, with a
distinct focus on the matrix dot product, is presented. The
configuration depicted in Fig. 3 comprises a grid of MAC
units in a 3×3 layout. Each unit multiplies a ratio element,
such as I00, with a corresponding input value, such as
T00, as depicted in the magnified section of Fig 3. This
representation corresponds to the initial multiplier within
the 3×3 weight matrix. The contributions of these units are

D
ot Product
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T00

Positive Branch

Negative Branch

I00

T00

I00 × T00 I01 × T01  I02 × T02 

I11 × T11  I10 × T10 I12 × T12 

I20 × T20 I21 × T21 I22 × T22 

CL

Fig. 3: MAC operation with different weights and inputs for
CNN.

accumulated in a shared capacitor (CL), yielding the final
voltage result.

Both designs are configured as signed 5-bit multipliers
with weighting bits (Ii,j,k) obtained from nearby digital
memory cells like SRAM memory cells. In the case of 0
stored in the bit-cell, NMOS remains OFF, while PMOS
transistors are activated, resulting in zero current in the
bottom branch and achieving the desired current level in the
upper branch. On the other hand, a 1 (PBL = 1, PBLB =
0) reverses this behavior. Pulse Width Modulation (PWM)
signals pass input feature maps through transistors denoted
as Treadi,j,k. The products of all multipliers, represented
as (Ii,j,k × Treadi,j,k), are accumulated as charges and
converted to voltages using a load capacitor (CL), initially
charged to a predetermined voltage (VPRE). The voltage
evolution (VOut) at the capacitor CL over time increases
when current is drawn into the capacitor and decreases
when the opposite occurs. This behavior is mathematically
expressed by Eq. (2).

Vout,x,y,n =
1

CL

∑
i,j,k

Ini,j,k × Treadx+i,y+j,n+k (2)

The flexibility in adjusting key parameters such as CL,
Treadi,j,k, and the least significant bit current offer advan-
tages in hardware reuse across different layers.

Capacitance values were precisely chosen to ensure the
transistor saturation based on weight current and Tread LSBs,
optimized at 128 fF, 288 fF at 1.8 V, and 3.3 V, respectively,
in a single 5-bit multiplier. The PrSS structure shows an
uninterrupted path for the input current with the summing
capacitor, effectively eliminating switch-related interference
caused by parasitic capacitance. Conversely, the PSS struc-
ture, with switches in the input current path, could reduce the
total current reaching the capacitor due to the introduction
of undesired interference.

Regarding switching errors, the PrSS keeps providing
current for a specific time once the source is switched
off. This phenomenon occurs because the drain to source
voltage of the transistor that implements the current source
remains high while the parasitic capacitance in the supply
path is not fully discharged. On the other hand, in the
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Fig. 4: Current mirror biasing circuit for computing MAC operation with 4-bit weight precision. The transistors are mirrored
in the ratio 1: 2: 4: 8 for the four columns.

PSS structure, dynamic and switching errors emerge due to
charge injection from the on/off switch. The PSS structure
has higher parasitic capacitance but can be mitigated using
a larger CL capacitance [7].

Fig. 4 shows the biasing circuitry responsible for gener-
ating the required biasing voltages (VBIASP and VBIASN)
for the current sources. It uses a reference current to develop
all four currents needed for the 5-bit multipliers, positive
and negative. Transistors that implement the current sources
share identical dimensions but differ in bias voltages based
on position and polarity.

III. IMPLEMENTATION VARIATIONS AND COMPARATIVE
ANALYSIS

We initially implemented a three-switch configuration be-
fore transitioning to a simplified single-switch design. Our
evaluations revealed approximately 283 nA and -289 nA for
the PrSS structure and 260 nA and -262 nA for the PSS
configuration with multiple switches. These currents nearly
reached the 300 nA target for all significant bits. Fig. 5 shows
our transition from a three-switch design to a single-transistor
solution, enhancing performance and reducing error voltage.
Table I compares errors between single and multiple switch
configurations.

Fig. 5: Simulation of single switch performance in (a) PSS
and (b) PrSS structures at 1.8 V.

Subsequently, we observed the system’s performance in
the 1.8 V and 3.3 V voltage domains using a single switch
and three switch configurations, each utilizing a single signed
5-bit multiplier. Fig. 6 depicts voltage changes over time in

TABLE I: Maximum current output error in Single-Switch
(S-SW) and Multiple-Switch (M-SW) for a single multiplier
at 1.8 V and 3.3 V.

Configuration 1.8 V Error (%) 3.3 V Error (%)
S-SW PSS 6.50 1.33
M-SW PSS 12.60 4.25
S-SW PrSS 4.16 0.66
M-SW PrSS 4.56 1.83
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Fig. 6: Simulation results of voltage versus time for single
and multiple switches in the one multiplier (1MLP) config-
uration accompanied by the ideal value at 1.8 V.

the load capacitor (CL), considering 5-bit signed weights.
These simulations evaluate the system performance under
specific conditions, including consequences of -15 and +15
and maximum input values. In these simulations, the param-
eters include the least significant bit current (ILSB), which is
20 nA, a load capacitor value of 128 fF, and processing time
0.3µs at 1.8 V. In the 3.3 V scenario, these parameters change
to 40 nA, 288 fF, and 0.6µs. The highest output voltage
(Voutmax) can be calculated using the following equation:

Voutmax = 15× 31× ILSBTLSB

Csum
+ VPre (3)

Analyzing the error in output voltages across various input
voltages is the focus of this study, and the error percentage,
represented as η and calculated through:

η =
Voutideal

− Voutsim

Voutideal

(4)
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Fig. 7: Examining typical (TT), fast (FF), and slow (SS)
corners involves evaluating voltage error at various input
voltages, with a specific emphasis on the -7 and +15 sign
bits in both (a) PrSS and (b) PSS structures.

Eq. (4) quantifies the deviation between the ideal value
(Voutideal

), which is calculated using Eq. (1), introduced
earlier and the simulated output (Voutsim ). For the 3×3
multiplier, we adjusted the load capacitance (CL) to be
nine times the value of a single multiplier, totaling 1152
fF. Notably, the single switch configuration consistently
outperforms the multiple switch configuration regarding total
current and error performance across both voltage domains.

Various statistical simulation methods are widely used for
circuit analysis. These models and simulation approaches
are employed to explore the effects of local variations and
identify the most critical performance values across different
corners. The objective is to understand how changes in
input characteristics influence the accuracy of the system’s
output. Ensuring that the designed circuit meets all design
objectives and constraints in various corners enhances its
robustness and yield [11]. The PrSS and PSS structures
are evaluated at three corners: TT (typical NMOS, typical
PMOS), SS (slow NMOS and slow PMOS case), and FF (fast
NMOS and fast PMOS case). This evaluation helps assess
the circuit’s performance under different process variations.
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Fig. 8: Simulation results of 3×3 5-bit signed multiplier
(9MLP) with 3×3 input with single and multiple switches
accompanied by the ideal value at 1.8V

The simulations for process variations are depicted in Fig. 7.
The evaluation analyzes the error voltage under various

input voltages (Treads) at intervals of 200ns, 250ns, 300ns,
and 350ns. Examining two different sign bits, +15 and -7,
within the PSS structure revealed error percentages ranging
from a minimum of 12.72% to a maximum of 14.57% for the
+15 sign bit and from a minimum of 19.84% to a maximum
of 22.20% for the -7 sign bit. Similarly, the PrSS structure
demonstrated error percentages spanning from a minimum
of 0.45% to a maximum of 3.73% for the +15 sign bit and
from a minimum of 0.63% to a maximum of 9.78% for the
-7 sign bit.

These findings highlight the circuit’s robust performance
across various critical scenarios. As can be seen, the PrSS
structure supports minor variations, so it must be optimized
to guarantee better performance [12].

IV. QUANTITATIVE ANALYSIS OF THE IN-MEMORY
MULTIPLIER DESIGN

It is worth noting that the number of multipliers that can
be joined together is not limited, and this feature makes
the design adaptable for any kernel size. This adaptability
significantly enhances the versatility of the 5-bit multipliers
in accommodating different kernel sizes. As a use case in this
study, we have analyzed a 3×3 kernel size. Fig. 8 illustrates
the voltage evolution in the summing capacitor for inputs and
maximum weight values, with positive and negative sign bits.
In analyzing the errors quantitatively, Table II underscores
the superior performance of the S-SW PrSS configuration,
achieving a remarkable 0.14% error for positive weights
at 1.8 V. However, the M-SW PrSS configuration exhibits
notably higher errors, reaching 14.23% and 13.16% for
positive and negative weights at 1.8 V. These outcomes are
particularly noteworthy due to the current flow deviating into
parasitic capacitors rather than the load capacitor. Adjusting
the load capacitor and period could address this issue, but
we maintained consistent current values across structures to
ensure a uniform performance evaluation.
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TABLE II: Error Evaluation in Single-Switch (S-SW) and
Multiple-Switch (M-SW) Configurations for 3×3 MLP at
1.8 V and 3.3 V for Positive and Negative Weights.

Configuration 1.8 V Error (%) 3.3 V Error (%)
S-SW PSS 6.23, 4.74 0.34, 2.14
M-SW PSS 14.23, 13.16 3.93, 2.24
S-SW PrSS 0.14, 1.55 1.06, 4.80
M-SW PrSS 0.79, 7.52 1.46, 7.11

A quantitative analysis of those errors is depicted in Table
II.

In validating the system’s overall performance within the
PrSS structure, an initial simulation employed a 3×3 vertical
edge detector kernel on the input image, i.e.:

Kernel =

−15 0 15
−15 0 15
−15 0 15

 (5)

The normalized outputs resulting from the convolution of
the 16x16 pixel image of Fig. 9(a) with the kernel (Eq.
(5)) using a stride of 1 are presented in Fig. 9(b) and
Fig. 9(c) for the ideal and electrical simulation, respectively.
Subsequently, the difference between the ideal and simulated
output is illustrated in Fig. 9(d). Overall, these figures high-
light the effective operation of the edge detection process.
The root mean square error (RMSE) between the ideal and
simulated output is 0.173, which quantitatively measures the
dissimilarity between the expected and simulated results.
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Fig. 9: Example of convolution using the PrSS structure:
(a) a 16×16×1 input image, (b) ideal edge detection, (c)
simulated edge detection, (d) difference between (b) and (c)
matrices.

V. OUTLOOK AND CONCLUSIONS

This paper compares CNN hardware accelerators based
on current-time multiplication architectures. Adjusting the
switching scheme and parasitic capacitance of the core cell
significantly affects performance.

The results favor a single-switch implementation for opti-
mal performance despite the increase in silicon area. Consid-
ering switch configuration, the PSS architecture achieves no-
table accuracy; however, combining multiple 3×3 multiplier
groups for kernel patches decreases accuracy. This effect is
mainly due to parasitic capacitance influencing the summing
dependence of weights in each kernel patch.

Corner simulations indicate varying errors across different
structures, with the PrSS circuit demonstrating promising
performance alignment with nominal cases.

This work is the initial step in developing a complex
system with many kernel patches connected to compute
3D filters. Therefore, future work will include studying the
effect on system performance. Moreover, additional figures
of merit, including power consumption and processing speed,
will be analyzed to enhance the comprehensive evaluation of
the optimal solution.
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