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A B S T R A C T

Federated Learning is a novel framework that allows multiple devices or institutions to train a machine learning
model collaboratively while preserving their data private. This decentralized approach is prone to suffer the
consequences of data statistical heterogeneity, both across the different entities and over time, which may
lead to a lack of convergence. To avoid such issues, different methods have been proposed in the past few
years. However, data may be heterogeneous in lots of different ways, and current proposals do not always
determine the kind of heterogeneity they are considering. In this work, we formally classify data statistical
heterogeneity and review the most remarkable learning Federated Learning strategies that are able to face it.
At the same time, we introduce approaches from other machine learning frameworks. In particular, Continual
Learning strategies are worthy of special attention, since they are able to handle habitual kinds of data
heterogeneity. Throughout this paper, we present many methods that could be easily adapted to the Federated
Learning settings to improve its performance. Apart from theoretically discussing the negative impact of data
heterogeneity, we examine it and show some empirical results using different types of non-IID data.
. Introduction

Machine Learning (ML) consists of the study of mathematical algo-
ithms that improve automatically through experience with the use of
ata. Traditionally, data used for training ML algorithms are gathered
n a centralized dataset, and the process of training can access each
ata sample at any time. However, in addition to databases, nowadays
e live in a society of devices where the main primary computing
achines for people in their daily life are smartphones and tablets,

quipped with cutting-edge sensors, and computing and communica-
ion capabilities. Those devices collect useful data prone to be used
or training personalized algorithms that simplify their daily usage. In
his context, the quantity of data recorded in just one device may not
e sufficient for obtaining an accurate model to perform the desired
ask. To solve this matter, in the past few years a new paradigm of
L, Federated Learning (FL) [1–3], was developed. This new learning

trategy is based on the idea of training a joint model using data from
multitude of coordinated devices in a decentralized way, and has

chieved impressive results.
Several problems arise when trying to train a model under these

ircumstances. For instance, each device has its own processing and
torage capacities, which leads to differences in the time needed to
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perform the training stage [4]. In this paper, we will focus on discussing
the statistical variability attached to the use of a myriad of differ-
ent sets of data, with samples collected in distinct situations. These
heterogeneous samples are usually known as non-IID data [5], and it
is one of the main difficulties encountered in the federated learning
process. Assuming data is Independent and Identically Distributed (IID)
to avoid some complications, as many works do, is not a good option to
deal with real-life situations. Different devices may collect very distinct
samples, or even contradictory ones. We will analyse and compare the
strategies established so far to face these kinds of issues.

One other assumption in standard ML is that the whole set of
samples is available from the beginning of the training stage. However,
in realistic tasks, it is frequent to collect data progressively, during
several days, or weeks, depending on the context. For this reason,
Continual Learning (CL) [6] research gains a lot of importance, since it
addresses the difficulties of training a model gradually using real-time
collected data, such as variations in data as time passes.

The main difficulties encountered when using CL techniques are
catastrophic forgetting and concept drift [7]. Catastrophic forgetting
refers to the phenomenon that occurs when learning a sequence of
tasks. In this case, the learning of each new task may cause the model
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to forget the knowledge from previous tasks. Concept drift, on the con-
trary, is a problem that arises when the model is learning a single task,
but the data distribution is not homogeneous. As a result of this, the
model performance tends to drop dramatically. These inconveniences
occur in any realistic situation that presents a time-evolving nature,
such as FL tasks and many others.

In this work, we present some of the possible scenarios that can arise
when trying to solve a real problem applying FL, and the difficulties
that need to be faced. We classify those scenarios attending to the
statistical heterogeneity of data, combining the federated and continual
settings to visualize the whole problem, and we present a collection of
the most remarkable techniques that have been studied to deal with
some of those issues. We also notice that some real situations that in-
volve both Federated and Continual Learning have not been considered
nor handled so far, and they should be taken into account [8–10].

The rest of this paper is organized as follows: Section 2 reviews
the state-of-the-art techniques for Federated Learning. In Section 3, we
present the definition and classification of non-IID data in a federated
environment, and we also discuss the different strategies to deal with it.
In Section 4, we introduce the Continual Learning framework and the
multiple ways data can evolve over time. In Section 5, we combine the
different situations of heterogeneous data to show all of the possible
scenarios. In addition, we discuss the strategies used to train a model
under concept drift that are close to the federated learning framework,
and we present a set of restrictions on the data collected that must be
verified to apply appropriate strategies. In Section 6 we empirically
show how the performance of some strategies drop in heterogeneous
settings where the mentioned restrictions are not satisfied. Finally,
Section 7 gathers our main conclusions and unsolved challenges.

2. Overview on Federated Learning

Federated Learning (FL) [1–3] is a ML framework used to train an
algorithm across multiple decentralized edge devices, where each of
them holds its own local data samples. This approach arose in 2016.
Federated learning enables multiple clients to build a robust, joint ML
model without sharing data, thus allowing to address essential issues
such as data privacy and security. The general idea of this technique
consists of a loop of local learning stages in the devices, and global
parameter aggregations in a central server in the cloud; in such a way
that the only shared information are those parameters. There is a model
shared by the clients to perform their local training, which is usually a
Deep Neural Network (DNN). The most popular federated algorithm is
Federated Averaging (FedAvg) [11].

There are some key components in standard federated settings. The
arameters 𝑤 ∈ 𝑊 of the model are initialized on the server, so
hat every participant 𝑖 ∈ {1,… , 𝑛} = 𝑁 starts the training stage at

a common point. This is crucial for convergence purposes. In each
federated round 𝑟, a random subset of clients, 𝑖 ∈ 𝑁𝑟 ⊆ {1, 2,… , 𝑛}, of
size |𝑁𝑟

|, is selected. Those devices receive the current parameter set
from the server, 𝑤𝑟

𝐺, perform stochastic gradient descent (SGD) on their
local datasets, 𝐷𝑖 ⊂ 𝑋×𝑌 , and send back the updated parameters, 𝑤𝑟+1

𝑖 .
Federated learning is typically deployed in a supervised setting, where
the data samples (𝑥, 𝑦) ∈ 𝐷𝑖 consist of a pair of input data 𝑥 ∈ 𝑋 and its
orrespondent output 𝑦 ∈ 𝑌 . After performing local training, the local
esults are aggregated in the server to update the model parameters
nd start the next round. In the particular case of FedAvg, the local
arameters from each client are aggregated applying a weighted mean,
o balance the different dataset sizes:

𝑟
𝐺 =

𝑁
∑

𝑖=1

𝑀𝑖
𝑀

𝐰𝑟
𝑖 ,

here 𝑀 is the total number of data instances at each round, and 𝑀𝑖 is
the number of instances from client 𝑖. After that, a new training round
starts, a random subset of clients is selected and the updated model is
sent back to those clients.
264
It is important to notice that most of the works in the literature
perform supervised FL, although there are existing works that consider
unsupervised settings [12,13]. These works focus on clustering and
speech enhancement respectively. In [12], clustering is made minimiz-
ing the euclidean distance of the data samples to their corresponding
centroid, employing sophisticated techniques such as self-organizing
maps to determine the appropriate weights for the weighted mean. On
the other hand, [13] develops a method for training a model for speech
enhancement using unlabelled data and assuming heterogeneous data
distributions across the clients. The case of reinforcement learning has
been little studied so far, and there is not a significant volume of
works in that area. Consequently, in this review we will only consider
supervised and unsupervised strategies.

Another key point in the federated setting is privacy and data
security. The distributed spirit of this framework enhances the possi-
bility of training a shared model without actually sharing any piece
of information. This is not only desirable but also mandatory. In fact,
over the last few years, several governments around the world have
implemented data privacy legislation to protect consumers, limiting
their data sending and storage only to what is consented by them, and
absolutely necessary for processing. Some examples of this are the Eu-
ropean Commission’s General Data Protection Regulation (GDPR) [14]
or the Consumer Privacy Bill of Rights in the US [15]. In addition, a lot
of research has been done concerning information sensibility and model
threats [16]. For instance, guarantees about the lack of information
of the gradient and the neural network weights have been widely
studied to preserve client privacy [17]. Even so, the general thought
is the Federated Learning framework alone is not enough to keep data
privacy [18], and for this reason there are different strategies to obscure
the information, such as Homomorphic Encryption [19,20], Differential
Privacy [21,22] or Secure Multi-Party Computation [23,24].

However, the training framework we just presented is very recent
and innovative, hence presents some challenges that have not been
fully addressed yet. For instance, participants selected to train may
drop out, or be incapable of performing a local update for the model,
due to factors like poor connection or lack of battery. To avoid these
issues, there are two options. On the one hand, there are some specific
strategies, named Asynchronous FL [25–27], designed to deal with
these inconveniences. Devices that check in to the server are required
to be plugged in, on a proper connection, and idle, in order to avoid
impacting the user of the device. Concerning the convergence of the
algorithm, the federated framework presents some shortages. There are
no guarantees that training a model under limited communications
between local devices and the central server and little computation
resources in the devices would lead to a successful result. In fact,
there are studies that expose the possible problem of having adversarial
participants sending miss-labelled, data-poisoned updates to prevent
the model convergence [28]. Apart from adversarial attacks, theoretical
and experimental analysis have been carried out on gradient-descent
approaches assuming a convex objective loss function [29,30].

Despite being a novel paradigm of ML, FL has attracted a lot of
attention. Given the vast amount of research done in the field in
the past few years, it became important to keep track of the most
remarkable advances. For that reason, it is possible to find reviews on
FL that focus on specific issues and show the advances achieved, as
well as the remaining open problems. For instance, one of the biggest
challenges we already discussed is keeping the clients privacy. This
problem is widely studied in [31], where the authors focus not only
on privacy guarantees of the federated settings but also on preventing
malicious attacks conducted to steal pieces of information. Another in-
teresting review is [4], which concentrates its attention on the problem
of communications and the different approaches conceived to perform
it. Both of these works also acknowledge the problem of statistical
heterogeneity of the data, showing their concerns and exposing the

difficulties of working with it. However, little attention is paid to the
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actual methods that face this challenge, their advantages and their
drawbacks. In this paper, we will focus on those matters.

Statistical heterogeneity of the data is a major issue that needs to
be faced in order to construct and deploy a FL model. A bunch of
devices training over different local datasets may produce updates in
a wide range, thus leading to an undesired result after aggregation, or
even worse, impeding the model to converge at all. To prevent these
obstacles a common assumption in decentralized learning is considering
that the data of the different participants is Independent and Identically
Distributed (IID) [3,5,31]. This means that data collected by different
participants does not present significant differences. Nonetheless, in
most real-life problems and situations this assumption is not satisfied:
each client acts in a particular way, thus collects biased data which
differs from the one collected by another participant. Further, clients
may be interested in applying the global model obtained to predict
information in different scenarios. All of these possibilities are gathered
under the equivalent concepts of non-IID data or data heterogeneity,

hich results ambiguous. Also, in real-world problems it is important to
ccount for another source of heterogeneity: devices constantly extract
ew data from their environment, and process it sequentially along
ime, so it is crucial to implement some Continual Learning strategy
o adapt the present model to the current data samples [9,10].

There is another difficulty when evaluating heterogeneous data.
o test if a method is able to provide the clients accurate models, a
ataset that reflects the heterogeneity they present is required. Cur-
ently, there are almost no specific benchmark designed to evaluate
he goodness of a model that tries to face non-IID realistic problems.
ne example is the LEAF benchmark [32], which is a framework that

nclude 5 datasets: FEMNIST, Shakespeare, Sent140, CelebA and Reddit,
nd reflects domain heterogeneity scenarios. However, there are some
ther non-IID cases that are not considered, like the ones that affect the
lients behaviours. We will further explain these terms shortly. Despite
xisting such benchmark, most of the works we present in this paper
o not employ currently existing benchmarks, and instead they perform
heir empirical results modifying some datasets to obtain the hetero-
eneity they require for their experiments. An example of this is the
NIST dataset [33]. Lots of works use this dataset in their experiments,

ut in some works, images are rotated, different types of noise are
dded to the samples (domain shift), or the labels of two classes are
xchanged with a fixed proportion (behaviour changes). In addition,
ome modifications had such an impact that they were preserved as
istinct datasets, such as MNIST-M [34] or MNIST-c [35]. In the end,
ach strategy is experimentally tested with a dataset customized in a
nique way, distinct from what other works with the same objective do.
his is a huge problem as it stands in the way of properly comparing
he different methods and analysing which one provides a better result.
stablishing at least one common benchmark dataset that represents
everal kinds of heterogeneous data should be a priority.

. Non-IID data in Federated Learning

Lots of research has been done regarding the issue of dealing with
on-IID data, specially in the context of Federated Learning, where it
cquires great importance. In this paper, we will use the words ‘hetero-
eneous data’ as a synonym for non-IID data. Existing works focus on
oth developing new techniques to tackle data heterogeneity [5,36],
nd proving the convergence of traditional FedAvg trained with non-
ID data under some restrictive assumptions [37,38]. However, in most
ases, little specifications are made concerning the heterogeneity source
f data, if made at all.

Firstly, we are going to give a formal definition of Independent and
dentically Distributed data (IID data). For that, we need to settle the data
robability distributions of the different data owners. Recall we denote
client by 𝑖 ∈ 𝑁 , with 𝑁 = {1,… , 𝑛} being the set of all clients. We also
enote each data sample as 𝑑 = (𝑥, 𝑦) ∈ 𝑋 × 𝑌 , where 𝑥 is the feature
ector of the sample, and 𝑦 is its corresponding label, in supervised
265
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ettings. Each client collects its own data 𝐷𝑖, and therefore it has a
data probability distribution 𝐷𝑖(𝑥, 𝑦), where each data sample (𝑥, 𝑦) has
probability 𝑃𝑖(𝑥, 𝑦). The overall data distribution is a weighted mean of
these local data distributions:

𝐷𝐺(𝑥, 𝑦) =
𝑁
∑

𝑖=1

𝑀𝑖
𝑀

⋅𝐷𝑖(𝑥, 𝑦) (1)

here 𝑀𝑖 is the amount of data collected by the 𝑖th device, and
=

∑𝑁
𝑖=1 𝑀𝑖 is the total number of data samples. Recall that, in this

oment, we are working under standard FL assumptions, i.e., the local
atasets are fully available from the beginning, so we do not have to
eal with shifts in the distributions over time. For that reason, we do
ot use any temporal index.

efinition 1. Data is said to be IID if the probability belonging to
a data sample does not vary as other samples are drawn, and every
sample randomly selected can belong to any local dataset with the
same probability. In mathematical terms, if we consider the union of
the datasets 𝐷 =

⋃𝑁
𝑖=1 𝐷𝑖 ⊂ 𝑋 × 𝑌 , we claim 𝐷 is an IID dataset if, and

only if,
{

𝑃𝑖((𝑥, 𝑦), (𝑥′, 𝑦′)) = 𝑃𝑖(𝑥, 𝑦) ⋅ 𝑃𝑖(𝑥′, 𝑦′),
𝐷𝑖(𝑥, 𝑦) = 𝐷𝑗 (𝑥, 𝑦).

(2)

or all 𝑖, 𝑗 ∈ 𝑁 , and for all (𝑥, 𝑦), (𝑥′, 𝑦′) ∈ 𝐷𝑖 ∪𝐷𝑗 .

This definition has one important consequence: Under IID data, all
he clients distributions are equal to the global distribution:

𝐺(𝑥, 𝑦) =
𝑁
∑

𝑖=1

𝑀𝑖
𝑀

𝐷𝑖(𝑥, 𝑦) = 𝐷𝑖(𝑥, 𝑦)
𝑁
∑

𝑖=1

𝑀𝑖
𝑀

= 𝐷𝑖(𝑥, 𝑦) ∀𝑖 ∈ 𝑁.

Reciprocally, we say data is non-IID if any of the two conditions given
in Eq. (2) are not satisfied. However, this situation is quite less informa-
tive than the one from the IID data scenario, since we are unaware of
which affirmation is not satisfied, where do the distributions differences
lie, etc.

Notice that a local dataset is always IID if the samples it holds are
independent. In other words, in settings where the data is centralized
or gathered together, data is always identically distributed, since there
is only one device involved in training. The term non-IID in machine
learning implies the existence of various participants, or sets of data,
and it is mostly used in the decentralized paradigm.

3.1. Taxonomy of data heterogeneity

Data can be non-IID for many reasons. For instance, there may exist
a partition of the clients such that each group presents an IID dataset,
but the mixture of them turns out to be non-IID. In fact, this is the
reasoning behind the Group-level personalization techniques developed
in FL (Section 3.2.2). Another option would be that the participants
local datasets present slightly different properties while sharing some
others. This situation could be handled with Client-level personalization
strategies (Section 3.2.1). On the whole, the reason for the data to
be non-IID is an important piece of information to decide the most
convenient approach to face it. Hence, we want to dig deeper into the
possible causes of disturbances in the joint probabilities. These causes
can rely on multiple elements, and lead to unequal distributions among
the clients [31,39]. To characterize the possible causes of non-IID data,
it happens to be more useful to think in terms of the probability density
functions, 𝑃 (𝑥, 𝑦) and 𝑃𝑖(𝑥, 𝑦), rather than distributions, since they can
be factorized in two different ways:

𝑃 (𝑥, 𝑦) = 𝑃 (𝑥) ⋅ 𝑃 (𝑦|𝑥), (3)

(𝑥, 𝑦) = 𝑃 (𝑦) ⋅ 𝑃 (𝑥|𝑦). (4)

iven these factorizations, we can better distinguish which term rep-
esents the clients particularities. If we are dealing with clients who
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own data samples unbalanced over the possible classes, the difference
between probabilities would lie in the terms 𝑃 (𝑦) or 𝑃 (𝑦|𝑥). However, in
this work we are going to focus on the factorization given by Eq. (3),
since the conditional probability 𝑃 (𝑥|𝑦) in Eq. (4) may seem contro-
versial with the natural way of training a model, which consists of
predicting 𝑦 based on 𝑥 and not the other way around.

If the data probabilities belonging to 2 participants, 𝑃𝑖(𝑥, 𝑦) and
𝑃𝑗 (𝑥, 𝑦), are the same, then both factors would be equal: 𝑃𝑖(𝑥) = 𝑃𝑗 (𝑥)
and 𝑃𝑖(𝑦|𝑥) = 𝑃𝑗 (𝑦|𝑥). Notice that every time we say two probabil-
ity distributions are the same we mean they are alike in statistical
terms, i.e., they cannot be recognized as different using a standard
hypothesis testing. If, on the contrary, the joint probabilities are not
the same, there are three possible scenarios according to the previous
factorization:

(i) 𝑃𝑖(𝑥) ≠ 𝑃𝑗 (𝑥) and 𝑃𝑖(𝑦|𝑥) = 𝑃𝑗 (𝑦|𝑥). In this kind of situation,
clients own data samples from different domains, but they share
the same goal. This could be the case of, for example, participants
collecting data for training an autonomous car. Some users may
drive on the left and some others on the right, and they will face
different circumstances. That will make the input space of the
different participants skew. However, they gather data with one
common objective, and they are expected to act similarly.

(ii) 𝑃𝑖(𝑥) = 𝑃𝑗 (𝑥) and 𝑃𝑖(𝑦|𝑥) ≠ 𝑃𝑗 (𝑦|𝑥). This sort of scenario occurs
when the input spaces perceived by the clients are analogous, but
their outputs are not. A real situation where this could happen, re-
lated to the training of an autonomous car, is a yellow traffic light.
When encountering a yellow traffic light, the correct output for
some participants would be to stop the car, and for some others
to continue driving without changes. This causes incompatibilities
among the clients.

(iii) 𝑃𝑖(𝑥) ≠ 𝑃𝑗 (𝑥) and 𝑃𝑖(𝑦|𝑥) ≠ 𝑃𝑗 (𝑦|𝑥). This is a combination of
the two previous situations: Participants want to learn a common
task, such as driving, but their input spaces are significantly
unequal, and their reactions to some of the inputs are different
too.

On the whole, this gives us a total of four different situations to
account for. We represent them in Table 1, along with the different
works that deal with each situation. There are lots of techniques that
could fit the cell of IID data, such as FedAvg [11]. However, that
situation is out of the scope of our work, and we will focus on the
non-IID scenarios. Most of the works that consider heterogeneous data
problems do not provide a classification of non-IID data, neither worry
about the kind of heterogeneity they are trying to deal with. However,
we locate them in Table 1 according to the kind of non-IID data
situation that they can solve. For this reason, we establish two possible
classifications of the FL non-IID research.

The first way of classifying the different strategies is based on
how the works place themselves in the FL context. Most of the FL
works that deal with heterogeneous data describe their approach as a
Personalization approach to increase their accuracy over the different
clients. This personalization can be performed at different levels. In
Section 3.2 we briefly explain these kinds of methods. It should be
noticed that, although these strategies deal with data heterogeneity,
they are unaware of which probability density function is varying in
each situation.

On the other hand, once we have discussed and explained the
different types of non-IID data that could exist, it seems very reasonable
to classify the strategies according to the type of non-IID data it faces.
This classification encompasses the other one, and at the same time
it opens the door to consider other ML techniques that also deal with
heterogeneous data and are close to FL. We describe these techniques
266

in Section 3.3. e
Table 1
Non-IID learning scenarios in Federated Learning, and the strategies that could
potentially solve each situation. Strategies that deal with changes in both the input
space and the behaviour are placed only in the last column, and not in the previous
ones.

3.2. State-of-the-art classification: Personalization strategies

In this section, we focus on the first classification we just mentioned.
Some of the works present in the FL literature try to balance the
generalized knowledge learned from the whole set of clients with
the specificity of each of them. This kind of thinking gives rise to
the personalization techniques, which precisely aim to grant more
importance to the particular information of individual clients. It is
empirically shown that in realistic situations one global model cannot
fit the particularities of all clients [37]. In fact, some clients may
have opposite interests sometimes, so we must open the door to the
possibility of having more than just one global model. Personalization
arises as an intermediate agreement between the model generalization
and individualization, so that the model can learn not only the general
knowledge but also the uncommon one.

Personalization can be implemented at different levels: each partic-
ipant could have its own model, distinct from all of the others, which
we will refer to as Client-level Personalization; or there could be groups
of clients sharing the same model, i.e., Group-level Personalization. Both
options present some advantages, as they accomplish a better model
performance, although their main drawback is that their computational
requirements are more demanding.

3.2.1. Client-level personalization
Client-level personalization refers to the approaches that allow each

articipant to obtain its own model after the training process. When
rying to personalize a global model trained in a distributed setting, a
ultitude of options and ideas have been studied and proposed. These

pproaches are gathered into two different classes:

(A) On the one hand, we find previously existent techniques of ML
adapted to the FL framework to develop a better global model,
such as Transfer Learning or Multi-task Learning.

(B) On the other hand, we encounter different implementations of a
simultaneous two-level learning, local and global. Once the global
model is obtained, each participant combines their local model,
which was trained simultaneously with the global one, and attain
their personalized model.

The first type of solutions (A) include proposals such as Transfer
earning techniques to adapt pre-trained models over public datasets
o a bunch of devices [40,41]. Nonetheless, there are other approaches
n this line that search for common representation of data at each
lient, so that the local updates are resilient against domain shifts, and
ence the global model can perform well under non-IID data distri-
utions [42]. There are also adaptations of Regularization Methods,
hich add a penalization term on the loss function. It is the case of
FedMe [43] and pFedAtt [44]. The first of them, pFedMe, consider a
erm in the loss function that penalizes very different updates from
ifferent clients. Moreover, the resultant loss function is a Moreau
nvelope, a well-known mathematical object that allows the authors to
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provide convergence guarantees and further accuracy analysis. On the
other hand, pFedAtt introduces a regularization term that augments the
contribution of similar updates, grouping analogous clients updates and
facilitating convergence in non-IID scenarios where the differences rely
on the input distributions. Another idea is adapting algorithms from
the Model-Agnostic Meta-Learning (MAML) setting, such as Reptile, to
a federated setting [45,46]. These works aim to train a model that
can easily adapt to different tasks. In order to achieve that, they
explore how different data representations affect the model training,
and choose the more general representation, because it would adapt
faster to any of the goal tasks. There are other approaches similar to
these ones, where some authors consider the devices particularities
constitute enough difference to assume that the training participants
are performing different tasks [47,48], thus bringing up methods based
on Multi-task Learning to the FL paradigm, such as MOCHA [48]. All of
the above ideas are reinterpretations of what one could understand by
personalization, using different points of view to reuse already known
techniques.

The latter class of approaches (B) focuses on training two distinct
models in parallel for each device. One of those two models is the
global one, trained jointly by every client with its own data following
the standard federated baseline, whereas the other one remains private
and will be used to adjust the result from the federated training. The
proposals vary, both in the way of achieving the global model and
how the private model is taken into account. Here we present four
alternatives. In [49,50], clients train a Deep Neural Network (DNN),
with the requirement that the last few layers are not shared, and each
client trains them separately. In this case, the shared layers play the role
of the global model, while these latter layers act as the personalization
model, allowing different participants to obtain different results for
similar inputs. In [51], clients follow probabilistic steps of training.
A certain probability 𝑝 ∈ (0, 1) is fixed at the beginning, and in each
round of training participants execute locally one step of Stochastic
Gradient Descent with probability 𝑝, and share the local models of
their device to the server with probability 1 − 𝑝. Unlike in common
federated frameworks, the global model is computed and distributed
to each client, but they do not add the next updates over that model.
Instead, they calculate another model using a weighted mean over the
global model and their local one, so in the end each client obtains a
unique model. On the other hand, the FedProx method [52] focuses on
training a model similar to FedAvg, but allowing some variation in the
different local updates before they converge, and keeping a measure
of the updates dissimilarities through the training process. At the end
of the training procedure, each participant receives the global model,
but they are allowed to modify it briefly according to their dissimilarity
measure. To conclude, in [53] devices train a global model as it is done
in general in FL, but whenever a client participates in a training round,
it trains a local model at the same time it trains the global one. Once
training is finished, each client adjusts the global model obtained using
the local model.

The experimental results of some of these proposals are quite re-
markable. For instance, in [42], authors experimentally show that the
global model achieved with their method, trained over the MNIST
dataset, also performs well over a rotated version of that same dataset,
whereas standard FedAvg drops its accuracy significantly. [45] com-
pares their proposed meta-learning method with some other strategies
of personalization, such as a fine-tuning baseline [54] and a k-nearest
neighbour baseline [55], obtaining an accuracy higher than these two
algorithms by over 10%. [49] trains two well-known DNNs, MobileNet-
v1 and ResNet-34, adding some personalization layers. They use the
CIFAR-100 and FLICKR-AES [56] datasets, and split the data among
clients imposing a non-iid division. They only compare both DNNs with
standard FedAvg, however, they highly improve the accuracy, reaching
80% in both datasets, while FedAvg barely gets 60% with CIFAR-100,
and 40% with FLICKR-AES. [52] compares FedProx with FedAvg using
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the MNIST and Shakespeare datasets in both IID and non-IID situations. s
In the IID scenario, FedAvg performs slightly better. However, FedProx
outperforms it by a huge difference in the non-IID setting, and also
improves the convergence ratio in both cases. Lastly, [53] uses the
MNIST, EMNIST and CIFAR-10 [57] datasets to test the accuracy of
their APFL [53] strategy. They obtain an accuracy of 89% over a non-
IID split of the dataset, in opposition to FedAvg and FedAvg with
fine-tuning, which obtains 32% and 83% of accuracy respectively.

3.2.2. Group-level personalization
In contrast with attaining a distinct model for each client, another

alternative is what we call Group-level personalization, which consists
of gathering the devices in clusters and training a different model for
each of them. This line of research emerged a couple of years ago, so
it presumably has not achieved its full potential yet. For this reason,
there are few different approaches to be mentioned, and all of them
are very recent.

The most discussed topic in this area of research is how to split (or
assemble) participants in order to get the groups that would benefit
the most from sharing a model. One set of approaches are based on
adopting hierarchical clustering techniques to partition the clients [58–
60]. Their strategy is based on using a measure of distance between
the weight updates the clients send to the server to gather [58,59]
or divide [60] them. However, there is no mathematical guarantee
that participants who send similar updates would benefit each other. It
could be the case of some participants who collect very different data
but the updates they generate are close to each other. Similarly, nothing
ensures that the ones who send different updates would be better off
apart. The only justifiable statement is that these participants would
reach convergence faster than others, regardless of the performance of
the obtained model.

The other approach to perform this kind of personalization concerns
the global data distribution, and the local distributions of the clients.
The main point of the works concerning this line of research [61–63] is
that if data is non-IID among the devices, then a shared global model
cannot fit all of the data samples belonging to any client. When this
happens, the global distribution may not represent the singularities of
some participants, and thus the global model should not be trained
according to that distribution. What these works propose is a method
to determine the global distribution 𝐷𝛬 that best represents the dif-
ferent clients. This distribution does not necessarily coincide with the
weighted mean global distribution (Eq. (1)). Clients are then grouped
according to some private parameters that depend on 𝐷𝛬. This strategy
avoids the usage of the local updates to form the clusters and develops
theoretical guarantees to justify that clustering the participants this way
benefits the final model.

Concerning the experimental results, [58–60] perform training on
MNIST, FEMNIST, and CIFAR-100 [57] benchmark datasets, dividing
the samples among the clients and swapping labels in some of them
to produce different behaviours, 𝑃 (𝑦|𝑥). They achieve higher accuracy
nd convergence ratio than standard FedAvg. However, these methods
o not compare themselves with any other algorithm than FedAvg,
hich is designed to tackle problems only in IID scenarios. On the
ther hand, [61] improves the result obtained by FedAvg on the task
f digit image recognition using the MNIST dataset, in a centralized
ramework. [62,63] compare themselves with FedAvg in decentralized
ettings using the datasets of Fashion MNIST and Extended MNIST
EMNIST) [64], and they obtain a similar accuracy. On the whole,
he most remarkable improvement accomplished with these kinds of
ersonalization methods so far is their convergence speed. In Table 2
e summarize the datasets used in these works.

.3. Statistical taxonomy for non-IID strategies

Once we have explained the existing personalization methods in FL,
e now want to deepen into the other classification we made, based
trictly on the kind of non-IID data the different works face. Going
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Fig. 1. Classification of the different approaches that are able to solve the problem of spatial heterogeneity in the input spaces.
Table 2
Summary of the datasets employed in the works presented in Section 3.2. Datasets
marked with an asterisk are modified in different ways, making it impossible to fairly
compare each other. Some of the datasets mentioned were not referenced so far:
Omniglot [65], OTB [66], VOT2014 [67], Shakespeare [2] and Fashion MNIST [68].

Article Datasets used in experiments

[40] MNIST; CIFAR-10
[45] MiniImageNet; Omniglot
[46] MNIST*; CIFAR-10*
[47] CASAS
[49] CIFAR-100; FLICKR-AES
[50] OTB; VOT2014
[52] MNIST; FEMNIST; Shakespeare
[53] MNIST*; CIFAR-10*; EMNIST
[58] MNIST*; CIFAR-100*
[59] MNIST*; FEMNIST
[62] Fashion MNIST; EMNIST
[63] Fashion MNIST; EMNIST

back to Table 1, we classify these methods into 2 categories: those who
work with changes in the input space throughout clients, i.e., changes
in 𝑃 (𝑥); and those who work with changes in the behaviour throughout
clients, i.e., changes in 𝑃 (𝑦|𝑥).

3.3.1. Changes in the input space throughout clients
Each participant can collect data from their own input domain.

However, in this Section we assume that their domains will remain
unchanged during training, i.e., they will follow an IID data distribution
over time. In decentralized settings, participants collect data indepen-
dently, so nothing can assure their input domains are the same although
that could be the case for some of them. This is by far the most studied
kind of non-IID data, and strategies developed in this line of research
pay attention to multiple problems that may occur in real-life scenarios.
In this review, we include strategies that are not performed in the FL
framework, but that are prone to be adapted to such settings. These
works are classified into two main categories: (i) Domain Transformation
and (ii) Domain Adaptation, which also branch into different approaches
(see Fig. 1).

Concerning the first of them, Domain Transformation methods focus
on detecting the particularities and the common parts of the data
domains, and they try to build a new shared input space. After that,
the input spaces perceived are transformed into a common input space.
As far as we are concerned, this strategy has only been performed
in centralized settings. Nonetheless, in a decentralized setting each
participant could carry out these calculations and the central server
could build the common input space based on all of the local spaces
estimated by the clients.

A serious difficulty when trying to deploy this kind of method is that
feature spaces in realistic problems tend to be very high-dimensional
spaces, and that causes problems such as needing more processing
capacity, or inaccurate results due to the curse of dimensionality.
For instance, [69–71] consider each domain may have its own set of
features to characterize the samples, causing incompatibilities across
domains, and they develop methods to extract a common feature
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representation. A different approach, performed in [72–75], consists
of constructing a factorization of the feature space with some prop-
erties. [72,73] split the feature space into two orthogonal subspaces:
one of them contains the domain variations, whereas the other one
keeps the common parts, and both are used separately to perform
learning. [74,75] divide the input space into an arbitrary number
of low-dimensional spaces and apply techniques of Distance Metric
Learning (DML) [76,77] in each of them.

On the other hand, Domain Adaptation methods [78–80] work with
a distinct situation, close to Transfer Learning, and they are in general
deployed in centralized frameworks. However, some works aligned
with this line of research talk about Federated Transfer Learning [81],
and consider the FL settings. In these cases, users are assumed to train
a model with their data belonging to some domains, but they then
apply that same model to get predictions on other domains. In this
kind of setting, it is commonly said that the samples drawn for training
belong to Source Domains, while the samples used for prediction belong
to Target Domains. The most important difference with the previous
category is that in this case there are no training data from the Target
Domains, so it is not possible to create an appropriate feature space for
learning those domains. Some other works in this line of research [82–
85] present a variety of methods to measure the dissimilarity between
the source and target domains, such as Maximum Mean Discrepancy
(MMD) [82], or Moment Matching for Multi-source DA (M3SDA) [83]
and adjust the training model in an unsupervised manner [84,85].

Another possibility for adapting the domains that also consists
on calculating distances among the data distributions, make use of
that information for re-weighting the samples from the closest ones
to improve the model performance. [86,87] apply this method us-
ing the Kullback–Leibler [88] divergence, a well-known metric from
information theory.

A different approach for Domain Adaptation is based on Generative
Adversarial Networks (GANs) [89–93]. This strategy, that achieves
remarkable results, consists of training two neural networks simulta-
neously: one of them is designed to create fake input data from the
different domains, and the other one aims to distinguish the real data
samples from the fake ones. Article [93] is particularly interesting
because they employ GANs in federated settings. In these works, the
method presented is compared with some other pre-existing meth-
ods, such as Deep Adaptation Network (DAN) [94], Deep Domain
Confusion (DDC) [95] and Residual Transfer Network (RTN) [96].
These are some state-of-the-art techniques in Domain Adaptation. How-
ever, GANs methods outperform them in well-known tasks, such as
object recognition using the Office-31 [97], Office-Home [98] and
VisDA2017 [99] datasets, and digit recognition using the MNIST [33],
USPS and SVHN [100] datasets.

In general, comparing the different methods is a tough issue. Each
work is free to choose different synthetic datasets to perform ex-
perimental results, and also modify them to generate the required
heterogeneity that they want to face (see Table 3). For these reasons,
it is impossible to fairly compare the diverse strategies we presented.
However, there are some remarkable results that we would like to high-

light: regarding Domain Transformation methods, the experimental
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Table 3
Summary of the Datasets employed in the works presented in Section 3.3.1. Asterisks
indicate that the datasets have been modified in particular ways, making it impossible
to fairly compare each other. Some of the datasets mentioned were not referenced so
far: Bing-caltech256 [102], COREL5000 [103], ImageNet [104] and NYUD [105].

Article Datasets used in experiments

[69] MNIST + SVHN + USPS
[71] Office-31; Bing-caltech256
[74] COREL5000; Trecvid2005a

[75] MNIST*; Olivetti FRb

[79] MNIST + SVHN
[80] Office-31; ImageNet; VisDA2017
[82] Office-31; Image CLEF-DA
[83] Digit5; Office-31
[84] MNIST + MNIST-M + USPS; VisDA2017
[89] MNIST + SVHN + USPS; Office-31; NYUD
[90] Office-31; Image CLEF-DAc

[91] Office-Home; VisDA2017
[92] MNIST + SVHN + USPS; Office-31

aAvailable at http://www-nlpir.nist.gov/projects/trecvid.
bAvailable at http://www.uk.research.att.com/facedatabase.html.
cAvailable at http://imageclef.org/2014/adaptation.

results of two of the works stand out [71,75]. They present a complete
variety of experiments and contrast their results with other well-known
methods, getting significantly better error ratios and accuracies. On the
other hand, the most outstanding results achieved with Domain Adapta-
tion methods are the ones from [84,91,92]. The first one, [84] propose
their method SimNet and experimentally compare their results with
some other methods like DAN, RTN and a baseline method over the
datasets of MNIST, Office-31 and VisDA2017. It improves the accuracy
obtained by every other method in the three cases. Concerning [91,92],
they both employ the Office-31 dataset, and obtain impressive results
compared to the other methods they test.

Besides all of the strategies we just talked about, there are a bunch
of other methods to deal with the domain shifts. One of them is [101],
which also mentions the Source and Target Domains, but also factorizes
the input space to search for a Grassmann Manifold that fits all of
the data samples. Afterwards, the training is performed only on that
manifold, instead of in the whole feature space. Lastly, some of the
federated strategies of personalization explained in Section 3.2 can also
deal with the kind of heterogeneity brought up in this Section [40,41,
45,46,52,63].

3.3.2. Changes in the behaviour throughout clients
Differences in the behaviour of the clients refer to discrepancies in

their conditional probabilities 𝑃 (𝑦|𝑥). A variation of this nature means
that for, at least for some data samples, the correct output is not the
same for all of the clients. More formally:

Definition 2. 2 clients 𝑖, 𝑗 ∈ 𝑁 present different conditional proba-
bilities 𝑃 (𝑦|𝑥) if there exist a significant quantity 𝑇 of data samples
{𝑥𝑘}𝑇𝑘=1, and distinct outputs {𝑦𝑘1 , 𝑦𝑘2}

𝑇
𝑘=1 such that the participants

𝑖, 𝑗 own the data samples (𝑥𝑘, 𝑦𝑘1 ) and (𝑥𝑘, 𝑦𝑘2 ) respectively, ∀ 𝑘 ∈
{1,… , 𝑇 }.

To be precise we need to specify the meaning of ‘‘distinct outputs’’:
𝑦𝑘1 , 𝑦𝑘2 are distinct if ‖𝑦𝑘1 − 𝑦𝑘2‖ > 2𝐿 for a certain margin of error
𝐿 (see Fig. 2), which may vary depending on the specific problem. In
a classification problem 2𝐿 needs to be lower than 1, so the margin
of error has to be less than 1∕2, whereas in regression problems the
margin of error is fixed depending on the level of accuracy desired.

The main problem regarding this context is that, unlike the previous
one, a single global model cannot fit all of the users behaviours, since it
will not be able to produce different predictions for the same input data.
A model in ML is, by definition, a mapping 𝑀 ∶ 𝑋 ⟶ 𝑌 that assigns
one value to each possible input [106]. Given the input 𝑥𝑘, a traditional
model in a distributed setting would process it equally for all clients,
269
Fig. 2. Regression model in one variable. The samples (𝑥𝑘 , 𝑦𝑘1 ) and (𝑥𝑘 , 𝑦𝑘2 ) belong
ach to one different client. If the distance between those samples is bigger than 2𝐿,
here is no output that could be closer than 𝐿 for both of them. Hence, at most only
ne output would be considered correct.

Fig. 3. Classification of the different approaches that deal with the spatial
heterogeneity in the behaviours of clients.

thus predicting one, and only one, output. As a result, the predicted
value could be 𝑦𝑘1 , 𝑦𝑘2 or a different one, possibly intermediate, but
in any case one of the clients would obtain a prediction with an error
bigger than 𝐿. In addition, to detect the existence of several behaviours
in the clients, we need to study the result of their loss functions, which
implies having a certain amount of labelled data.

To overcome this matter, it is essential to consider some kind of
model architecture that grants the possibility of variations among the
participants. That is, making it possible for each user 𝑖 ∈ 𝑁 to have
a somehow personalized model 𝑀𝑖, distinct from the others. Some of
the strategies of personalization discussed in Section 3 can be adapted
to deal with different behaviours (see Fig. 3). For instance, having a
proper metric of the error would allow the Group-level personalization
strategies to cluster the participants according to their behaviour. This
approach is very similar to Cohort-based Federated Learning [107],
which precisely organize clients into cohorts with very similar data
distributions.

There are few approaches specifically designed to deal with this
kind of non-IID data. One of the closest techniques to tackle this issue,
although it does not specifically talk about FL, is the one deployed
in [108]. This strategy consists of including additional pieces of infor-
mation to the input data, such as a task identifier 𝑧. This allows 2 very
similar data samples 𝑥𝑘1 , 𝑥𝑘2 to be distinct: (𝑥𝑘1 , 𝑧1), (𝑥𝑘2 , 𝑧2).

To conclude, there are also works in the crossroad between FL and
Multi-task Learning [48,109]. The first one was already discussed in
Section 3.2. The latter also presents the multi-task framework com-
bined with the federated setting. It performs experiments using the
MNIST, EMNIST, and Shakespeare datasets, and compares itself with
well-known federated algorithms such as FedAvg and FedProx.

4. Non-IID Data in Continual Learning: Concept Drift

In this section, we are going to consider Continual Learning (CL)
problems, which involve the training of models over time. In the
standard ML setting, the objective is to build a prediction model using
a certain amount of data. A key point to discuss is that the training
dataset is typically assumed to be fully available from the beginning,
and this may conflict with realistic situations, where data is collected
progressively and changes over time. For that reason, it is convenient
to talk about CL, a ML setting in which models continuously learn
and evolve using new streams of data samples, while aiming to retain

http://www-nlpir.nist.gov/projects/trecvid
http://www.uk.research.att.com/facedatabase.html
http://imageclef.org/2014/adaptation
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preceding concepts. This kind of framework has been given different
names over the years [110], like Lifelong Learning [111,112], Never
Ending Learning [113,114] and Incremental Learning [115–117], but all
of them rely on the same ideas: training a model gradually with data
collected over different periods of time, adapting to the new instances
and trying to preserve the previous knowledge.

We introduce the CL framework because we aim to talk about
the time-evolving condition of FL problems. However, throughout this
section we are going to cite and briefly describe works focused on CL
that do not necessarily consider the FL framework. This is because,
as we already mentioned, there are almost no works that focus on
both FL and CL simultaneously [9,10,118]. Nonetheless, the works we
consider are, from our point of view, the ones that would be more easily
adaptable to the FL framework, with multiple devices collaborating
to achieve the same global model. We will further explain how each
strategy could be modified when talking about them.

Training a model using CL techniques presents some specific prob-
lems, which have already been studied in recent literature. The most
challenging ones are, as it occurred with FL, related to the data dis-
tribution. CL was conceived as a centralized paradigm of ML so, even
though non-IID data across devices has not been discussed nor handled
so far, it can evolve in time. This is a complication, as the model could
be unable to converge to a solution if the training data shifts constantly.
Another undesirable situation, named catastrophic forgetting, is that the
model completely and abruptly forgets previously learned concepts if
they are not present in the current data anymore [119,120]. For these
reasons we are going to focus on how data behaves as time goes by, and
how to act if the data shifts drastically, in unpredictable ways. This is
commonly known as concept drift [7,110].

.1. Concept drift definition

The non-stationary data distribution is caused by changes in data
ver time. These changes can be seen as variations in the frequencies
ertain kind of data appears: a concept has frequency zero if it has
ot appeared yet in the dataset, and when it shows up its frequency
ecomes a positive number. This kind of variation, called concept drift,
s one of the most important CL challenges [110,121]. We can formally
efine them as follows:

efinition 3. Given a time period [0, 𝑡], and a set of samples 𝑆0,𝑡 =
{(𝑥𝑗 , 𝑦𝑗 )}𝑡𝑗=0 with a certain probability distribution 𝐷𝑡(𝑥, 𝑦), where 𝑥𝑗 is
a feature vector and 𝑦𝑗 is its correspondent output; we say a Concept
Drift occurs at timestamp 𝑡 if there is a significant difference between
𝐷𝑡(𝑥, 𝑦) and 𝐷𝑡+1(𝑥, 𝑦):

∃ 𝑡 ∶ 𝐷𝑡(𝑥, 𝑦) ≁ 𝐷𝑡+1(𝑥, 𝑦).

Note that concept drift is a complicated issue, and it becomes even
worse in a federated environment. If the problem we are trying to deal
with is by nature a federated problem that evolves in time, each client
might experiment a drift in different moments. Also, a local concept
drift does not necessarily have an impact on the global distribution. It
may be the case that a local drift on client 𝑖 results in a change in the
distribution of 𝑖, but not in the joint distribution, 𝐷𝑡

𝐺(𝑥, 𝑦). In a situation
like this, that client should implement some kind of personalization to
adapt the global model to its particularities. This is an example of why
concept drifts are potentially dangerous for the model performance, and
hence must be detected and counteracted.

When trying to deal with concept drifts, one should notice that not
all of them are alike, as data can evolve in multiple ways. Similar to
what occurred with non-IID data in FL, it is important to characterize
concept drifts to distinguish them. However, in the case of concept
drifts, most of the existing works present a common ground, and
base their classification according to which factor from the equation
𝑃 (𝑥, 𝑦) = 𝑃 (𝑥)⋅𝑃 (𝑦|𝑥) is altered. According to this criteria, we determine
three types of shift [116,122]: (1) virtual, (2) real, and (3) total (see
270

Fig. 4): c
(i) Virtual Concept Drift makes reference to variations in just the
marginal probability density, 𝑃 𝑡(𝑥) ≠ 𝑃 𝑡+𝑘(𝑥) and 𝑃 𝑡(𝑦|𝑥) =
𝑃 𝑡+𝑘(𝑦|𝑥). Returning to the example used in Section 3.1 of training
an autonomous car, this situation happens, for instance, when
clients move into places or regions previously unseen for them.

(ii) Real Concept Drift, related to differences in conditional probabili-
ties, 𝑃 𝑡(𝑥) = 𝑃 𝑡+𝑘(𝑥) and 𝑃 𝑡(𝑦|𝑥) ≠ 𝑃 𝑡+𝑘(𝑦|𝑥), is caused by a change
in the conditional probability of the classes with respect to the
input features, i.e., similar input data samples that have unequal
labels. An example of this would be, again, a yellow traffic light.
Sometimes a client would stop the car when encountering a
yellow traffic light, and some others may continue driving.

(iii) Total Concept Drift is the mixture of the two other drifts, 𝑃 𝑡(𝑥) ≠
𝑃 𝑡+𝑘(𝑥) and 𝑃 𝑡(𝑦|𝑥) ≠ 𝑃 𝑡+𝑘(𝑦|𝑥), and it is the result of both
probabilities evolving significantly over time.

This classification is analogous to the one we proposed in Section 3
or the data heterogeneity across clients. Apart from these cases we just
iscussed, concept drift also takes place when the task itself changes,
ince that also modifies 𝐷𝑡(𝑥, 𝑦). This scenario is closely related to multi-
ask learning [48,123,124]. Nevertheless, in the scenario we consider
he task remains unchanged. It is therefore a single-incremental-task
cenario [110].

.2. Concept drift detection

Once we settled what we understand by concept drift, we can
iscuss the methods developed to deal with it. Those methods typically
onsist of three parts. The first step is that they need to detect modifi-
ations in the distributions. Then, they have to act in consequence to
he detected changes, so the model obtained is adjusted to the current
cenario. Finally, it is important to explain the drift and understand
heir implications for future training. In this Section we just examine
he detection strategies. The algorithms that implement a response to
hese drifts will be reviewed in Section 5.

Many concept drift detection strategies have been proposed to
ttach the situations of virtual and real drifts [8,125–133]. These
pproaches are often classified as Data Distribution-based or Error Rate-
ased methods correspondingly. They use different statistical properties
f the input and output distributions to identify their breaking points,
orresponding to drifts. Most of these strategies of concept drift de-
ection consider a situation where data is centralized in one single
achine. As far as we are concerned, the only works that present
concept drift detection strategy on federated settings are [8,130].
onetheless, the strategies we highlight are, from our point of view,
asily adaptable to the FL framework.
Data Distribution-based methods aim to detect virtual concept drift.

hen trying to detect this kind of drift, the only required information
s the input pattern of the data samples, {𝑥𝑖}𝑀𝑖=1, or some transformation
f it. For instance, the strategy developed in [125] works directly with
he input data, and it consists of measuring the similarities among
he features, grouping them in clusters, and evaluating the number of
eatures from the new data sample in each cluster to identify a drift.
ne possible way of adapting this to a federated environment would
e that each client calculates their own clusters, and detects local drifts
ith independence of what occurs for other clients. This drifts would
e communicated to the central server, that would be the responsible
f taking into account that information.

On the other hand, [126] works with an alteration of the input
ata. They determine a mapping that relies on the input features of
he samples 𝑓 ∶ 𝑋 ⊂ R𝑚 ⟶ {−1, 1} and apply it to the whole input
ataset, splitting it into two groups (the ones that go to 1 and the ones
hat go to −1). Then, they statistically compare if data received before
nd after a certain timestamp is equally distributed in those groups.
f they are not, a drift is detected. The map 𝑓 has to verify certain

onditions for this method to work with a high level of precision. One
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Fig. 4. Representation of Concept drifts in a two-dimensional input space 𝑋 with two possible labels 𝑌 = {◦,▵}. On the left of the doted line, we find the data samples received
before time 𝐭, and on the right there are three possible time-evolving situations. (1): the new data samples observed are situated in new regions, previously unseen. However,
data labels correspond with the split made by the classifier from (0). (2): the new instances appear in already known regions of the input space, but they are incorrectly classified
using the model from (0). (3): the two previous situations are combined.
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alternative is applying a mapping 𝐿 from the class of linear functions
and then determine the value of 𝑓 depending on the resulting norm of
𝐿. Let 𝐴 ∈ R be a fixed value. Then:

𝐿 ∶ 𝑋 ⟶ R𝑚

𝑥 ⟼ 𝑤𝑇 𝑥, 𝑥 ∈ 𝑋, 𝑤 ∈ [0, 1]𝑚.

𝑓 (𝑥) =

{

1 If ‖𝐿(𝑥)‖ ⩾ 𝐴
−1 Otherwise

defines a mapping that presents all the required properties. The value
of 𝐴 is chosen according to the values of the features. There are more
kinds of possible mappings with good qualities, but these are the sim-
plest ones. To adapt methods like this one to a federated framework the
only additional requirement is that all of the clients employ the same
map 𝑓 to perform their calculations, in order to keep the sensibility of
the drift detection method equal among the devices.

Another recurrent strategy for the detection of virtual drifts consists
of using sliding windows to keep track of the samples received in the
past and compare them to the current data stream [8,127–129]. In
this kind of method, datasets are split in two according to the time
they were collected in, and then the two groups of data samples are
compared using different metrics and statistical properties, such as their
mean and standard deviation, distances calculated between two sam-
ples of the same group, or one sample from each group, etc. Analogous
to the previous method, all clients should employ the same metric or
statistical parameters to determine whether their data presents shifts or
not. However, they do not necessarily have to split their data samples
according to the same timestamp, as each client could experience drift
in a different moment. This is the strategy developed in [8] in a
federated environment.

The other work that presents a strategy to detect virtual drifts in
FL frameworks is [130]. This work assumes that for the first stage of
training there are no concept drifts, and keeps statistical and numerical
information about the updates sent by each client in this stage. After
that, the same information is calculated from the next updates of the
clients, and the results are compared to the previous ones to determine
whether there is a drift.

On the other hand, Error Rate-based methods focus on detecting
real concept drift. They present more of a challenge in contrast with
virtual concept drift detection. In the first place, the virtual concept
271
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drift strategies we just presented can be deployed in unsupervised
settings since they do not need any label information, whereas real drift
detection methods need it because the main variable involved when
trying to detect changes in conditional probabilities, 𝑃 (𝑦|𝑥), is the error
n the predictions. Some of these works also employ sliding windows
o perform the drift detection [131,132], although in this case the
etrics considered must give an especial role to the label information.
hen the error of the model increases abruptly, a real concept drift

s detected. Hence, techniques aiming to detect this kind of variations
re highly dependent on how the model inaccuracy is measured [133].
here are different ways of accounting for the model loss. One of the
ost extended functions for measuring the error in machine learning
odels is the well-known cross-entropy loss. A lot of research has been
ade to determine whether this is an appropriate measure of the con-
ucted error [134,135]. In addition, different authors have proposed
any other loss functions based on the cross-entropy loss [136–138].
espite the good results achieved, all of these alternatives present some

imitations, such as weaknesses against skew labelled data, or the fact
hat errors are untraceable. These kinds of properties are very desirable
hen facing real drift, as they provide important information about the
rigin of the error.

. Addressing Federated and Continual non-IID data

For what we have seen in Section 4, concept drift in CL scenar-
os can be interpreted as the counterpart of non-IID data in the FL
nes, i.e., changes in the distribution as time passes are the origin
f statistical heterogeneity in continual settings. Notice that variations
n the distribution of one dataset over time should be always con-
emplated as identically distributed, since there is only one dataset
ffected. Nonetheless, the sets of data collected by one client 𝑖 over
ime, corresponding to different timestamps, 𝐷𝑡

𝑖 , 𝐷
𝑡+𝑘
𝑖 , could be studied

s two different datasets, 𝐷𝑡 ⊊ 𝐷𝑡+𝑘.
In that sense, it is logical to talk about non-identical distributed

ata over time. In fact, considering again the factorization 𝑃 (𝑥, 𝑦) =
(𝑥) ⋅𝑃 (𝑦|𝑥), the casuistry is identical to the one explained in Section 3:

f the client data distribution is stationary (IID over time), then we can
nsure that both factors remain equal over time: 𝑃 𝑡

𝑖 (𝑥) = 𝑃 𝑡+𝑘
𝑖 (𝑥) and

𝑡
𝑖 (𝑦|𝑥) = 𝑃 𝑡+𝑘

𝑖 (𝑦|𝑥). Else, we find the three possibilities, illustrated in
ig. 4. From now on, we will call temporal non-IID data to the data

eterogeneity that a client can undergo over time (see Section 4.1).
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Table 4
Spatial and Temporal heterogeneity learning scenarios, and the strategies that could
potentially solve each situation. Strategies that deal with changes in both the input
space and the behaviour are placed only in the last row/column, and not in the previous
ones.

Conversely, we will call spatial non-IID data to the data heterogeneity
across clients that are training a shared model (see Section 3).

In real-life problems, data distributions can vary in a bunch of dif-
ferent ways. Clients in a federated setting are expected to collect their
own data samples, under particular conditions, leading to statistically
unequal datasets. These differences can rely on the inputs each client
perceive, 𝑃𝑖(𝑥) ≠ 𝑃𝑗 (𝑥), as well as on the label associated with their
inputs, 𝑃𝑖(𝑦|𝑥) ≠ 𝑃𝑗 (𝑦|𝑥) (see Table 1). If we desire the model to be
adapted to the particularities of the training participants, standard FL
techniques will not be enough. Moreover, the process of collecting data
and solving a task takes a certain amount of time, so the desired model
should be able to evolve and adjust to future situations. Data will be
collected during a long period of time, leading to changes in the input
space, 𝑃 𝑡(𝑥) ≠ 𝑃 𝑡+𝑘(𝑥) and also in the labels, 𝑃 𝑡(𝑦|𝑥) ≠ 𝑃 𝑡+𝑘(𝑦|𝑥) (see
Fig. 4).

On the whole, there are 4 feasible scenarios for each spatial and
temporal data, and they may appear combined with each other in re-
alistic tasks. The global data distribution 𝐷𝑡

𝐺(𝑥, 𝑦), which includes both
spatial and temporal heterogeneity, can evolve following 16 different
courses. We represent all of the possibilities in Table 4, as well as
some of the strategies and algorithms that focus on solving some of
those possibilities. Notice that we include IID data to consider all of
the possible combinations of heterogeneity.

It is reasonable to think that each course must be faced with specific
methods. For instance, if the problem we are considering presents
changes in the input space over time across one or multiple partici-
pants, it could be solved using a memory-based method to generalize
the data from previous distributions and avoid catastrophic forgetting.
Despite fitting perfectly for this problem, these kinds of solutions
cannot deal with changes in behaviours over time, or changes in the
input space across clients. For this reason, in this Section we focus on
determining which strategies are more suitable to deal with each cir-
cumstance. For now, we only explained some algorithms from FL that
were proposed as Personalization strategies, without further explanation
about the origin of the data heterogeneity; as well as methods to detect
drifts, but not to react to them.

Notice that if we determine effective approaches to solve each of
the scenarios corresponding to the first row and column in Table 4,
then we will be able to solve the situation of any cell by combining
the algorithms from its corresponding row (already addressed in Sec-
tion 3.3.1) and column, as long as they are compatible. Thus, from
now on we will consider scenarios where data is IID in the spatial axis.
This corresponds to pure CL. In the following sections, we are going
to present the existing solutions to deal with temporal non-IID data,
classify those strategies according to their shared characteristics, and
272

compare their experimental results when possible. o
Fig. 5. Classification of the different techniques able to deal with the temporal
heterogeneity in the input space of data.

As far as we are concerned, there are only few methods for ad-
dressing both federated and continual issues at the same time [9,10].
However, there is still room for significant contributions in these types
of scenarios and a lot of situations that have not been taken into
account.

5.1. Virtual concept drifts

As we already discussed in Section 4.2, the procedures to detect
virtual drifts rely only on the input data distributions. Similarly, the
approaches to prevent the model from lowering its accuracy involve
just the data samples. They can be classified in Memory-based methods
and Regularization methods, see Fig. 5.

Memory-based methods [139–142] focus on keeping a record of
data samples from the previous concepts, so when a drift is detected,
the network is trained both with new data and the data recorded to
avoid forgetting. [139] proposes a method (CLEAR) to store the data
samples already used for training and use them again in the future,
combined with the new collected data. They show that this strategy
is quite effective to prevent catastrophic forgetting. [140] proposes
a similar technique, ER, but with the difference that they just store
little amounts of data, and use them repeatedly after drifts mixed with
the new samples. They conclude that their approach neither harm
generalization nor causes overfitting to the saved data samples.

There are other existing alternatives encased in the Memory-based
methods which consist of using the recorded data to generate similar
samples [141,142]. This kind of technique tries to avoid the possibility
of model overfitting to the specific samples stored in memory. [141]
implements a Generative Adversarial Network (GAN) to sample the new
instances of data when drifts are detected. However, training both the
main model and the GAN could result computationally expensive. One
way of addressing this situation without needing a second network is
integrating the generative model into the main model by equipping it
with generative feedback connections [142].

On the other hand, Regularization methods [143–145] impose restric-
tions in the weight updates to keep them fixed and avoid forgetting
an input domain that has already been learnt. [143] propose a state-
of-the-art method denominated Elastic Weight Consolidation (EWC),
which learns a task, and then determines which connections between
weights are determinant to correctly perform that task. Those connec-
tions are set applying the matrix of Fisher Information, a statistical
tool that weighs the relevance and contribution of each weight to
the final result of the model. To do so, it estimates the probability
𝑃 (𝑥|𝑦), i.e., determines the distribution of inputs as a function of their
lasses. This approach is usually seen in other works as a baseline
ethod for avoiding catastrophic forgetting. However, it presents some

ssues, such as scalability and computational efficiency when trying to
earn several tasks. [144] introduces a new technique based on EWC
hich partially solves those issues. Similarly, [145] also consider the

onditional probability 𝑃 (𝑥|𝑦), but in this case they use a Laplacian
pproximation to reduce the computational costs involved.

Concerning the experimental results, we find the same problem

f having very different datasets (see Table 5), making it difficult
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Table 5
Summary of the datasets employed in the works presented in Section 5.1. Asterisks
indicate that the datasets have been modified in particular ways, making it impossible
to fairly compare each other.

Article Datasets used in experiments

[140] MNIST* + CIFAR-10*; CUBS
[141] MNIST + SVHN
[142] MNIST*
[143] MNIST*
[145] MNIST* + SVHN + CIFAR-10

Fig. 6. Classification of the different techniques able to deal with the temporal
heterogeneity in the behaviour of the data samples.

to establish relations between the different strategies results. In this
case, nonetheless, most of the works we just presented compare their
methods with EWC [143], using it as a baseline. In [143], the MNIST
dataset is employed to simulate the different input data distributions.
They take a random permutation of pixels and apply that permutation
to all of the images to create each input domain. With this strategy,
they only need one dataset, denoted Permuted MNIST, to simulate
any number of domains. In [144], authors compare the accuracy ob-
tained with their learning method (P&C) in each domain, and also the
mean accuracy, with EWC, showing that P&C achieves slightly better
results avoiding catastrophic forgetting. That also happens in [139],
where CLEAR method is compared with both EWC and P&C. CLEAR
outperforms EWC in most situations, and attain very similar results to
P&C. [140,145] also use the permuted MNIST dataset and improve the
mean accuracy of EWC, and some other methods they compare with.
Lastly, generative strategies like [141] prove to be efficient to prevent
catastrophic forgetting. They use the datasets MNIST and SVHN to show
that the performance is barely affected when they change the input
dataset.

5.2. Real concept drifts

In this kind of situation, the users are allowed to change the task
they are performing during the training process. In Section 3.3.2 we
highlighted the necessity of a model designed in a way such that
different clients can have distinct outputs even though they own similar
inputs. However, our interest now is pursuing a model able to flip from
one output to another for the same client in different timestamps. To
overcome this challenge, there are two kinds of strategies: On the one
hand, we have Contextual Information Methods, and on the other hand,
we have Architecture-based Methods, see Fig. 6.

The approach of Contextual Information methods is closely related to
the one we talked about in Section 3.3.2 [108]. That work discussed
the possibility of adding a piece of information 𝑧 to the original data
inputs, such as a task identifier or a domain identifier. This information
𝑧 could be designed to address both the multi-domain and the multi-
task issues in a variety of situations besides the one presented in the
article. Some more research articles in this line are [146–148]. The
authors of [146] claim the sought tasks affect the process of training,
and propose using a task identifier to achieve personalization. The other
approaches [147,148] also rely on some kind of contextual information
to determine the task corresponding to each data sample, and on the
whole, they act as if they had a specific network for each of the tasks. In
this case, when a new task appears in the training stage, each layer of
273
Table 6
Summary of the datasets employed in the works presented in Section 5.2. Asterisks
indicate that the datasets have been modified in particular ways. Some of the datasets
mentioned were not referenced so far: Atari games [153].

Article Datasets used in experiments

[146] MNIST*; CIFAR-10*
[147] MNIST*; CIFAR-100
[148] MNIST*
[149] ImagenNet; CUBS; Oxford102Flowers
[150] ImagenNet; CUBS; Oxford102Flowers
[151] ImagenNet; CUBS; Oxford102Flowers
[152] Atari games

the network is expanded and the new neurons are used for the current
task, but not for previous ones.

The other kind of strategies, Architecture-based methods, focus on
deep incremental multi-task learning techniques that modify the neural
network depending on the performing task, without any forgetting on
previous tasks. The most studied way for accomplishing it is using
some kind of mask on the neural network. Several works have explored
this alternative: [149], for instance, study the case of having a neural
network already trained for one task and make use of a weight-level
binary mask to cancel some of the weights, so the resulting network can
solve another previously-defined task. This process can be effectively
repeated for several tasks without any forgetting of the original one, as
the weights are not effectively changed. There is a slightly different ap-
proach proposed by the same authors [150], which consists of starting
with a neural network trained for one task, setting some of their weights
to zero, i.e, eliminating some neural connections, and retraining the
model a few epochs for the initial task. After that, when trying to
learn a new task, the already set weights are fixed, and the eliminated
connections are reestablished and trained. This method is not scalable
to several tasks, as the number of neural connections is limited. Another
strategy based on the same ideas uses a ternary neuron-level mask to
perform training [151]. The reasoning behind the use of a ternary mask
is that some neurons may be useful for both a new task and a previously
learned one, so three possible states are considered for each neuron
concerning each task: unused, used but not trainable, or trainable. This
paper also faces the scalability problem, as they allow the network to
grow if necessary, setting the new neurons as unused for previous tasks
in order to not modify their accuracy.

On the other hand, authors of [152] propose a completely different
technique. They start with a deep neural network for the first task, and
when they are interested in learning a new task, they start a new neural
network and create connections from the ones that already existed to
each layer of the new one, in order to leverage the knowledge from
previous tasks. This strategy is really useful when dealing with related
tasks, but tasks that interfere with each other might harm the outcome
model.

These kinds of methods present a lot of differences in the way
they implement their experimental results. Some of them pay attention
to the accuracy obtained, while others are more concerned about
the error they got, and some others concentrate on the level of for-
getting they commit. For instance, in [146] the authors employ the
MNIST dataset with pixel permutation, like in [143], and also ex-
changes some class labels in parts of the dataset to simulate the
different behaviours. They compare their results with EWC, LwF [154],
and improve their results. However, they emphasize that this form
of simulating the different tasks and behaviours is quite unrealistic.
Surprisingly, [149–151] employ the same datasets to perform their
experiments: the ImageNet dataset [104], used for training the pre-
trained ImageNet-VGG-16 neural network; the CUBS dataset [155], and
the Oxford102Flowers dataset [156] (see Table 6). This is, as we have

seen in this paper, very rare.
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Table 7
Required restrictions for the non-IID learning scenarios.
5.3. Data requirements for the different scenarios

To be able to apply federated learning in the different scenarios
depicted in Table 4, data has to fulfil certain requirements. In this
subsection we will describe these restrictions, which are summarized
in Table 7.

Considering all of the scenarios presented in Table 4, some of
them are solvable using sophisticated techniques without imposing
additional restrictions, but some others may need to verify certain
conditions that neither standard FL nor CL demand. As we saw in
Sections 3 and 5, facing variations in the marginal input probabilities
𝑃 (𝑥), either in the spatial or temporal dimension, is possible with-
ut any supplementary information [69,74], i.e, unsupervised learning
echniques can also be useful in these scenarios. On the contrary, if we
eek to detect changes in the conditional probability 𝑃 (𝑦|𝑥), a certain

amount of labelled data is required [108,149], because these kinds of
changes can only be measured with the error committed. To be more
precise, we establish three restrictions that need to be satisfied to face
some scenarios, and denote them as Restrictions 1P-MT, AP-1T, and
AP-MT in Table 7:

(i) If the clients behaviour change with time but does not change
among the devices, i.e., data fit the cells marked as Restriction 1P-
MT (one participant, many times) in Table 7, then we will need
to have enough labelled data of at least one participant from time
to time. Knowing the behaviour of one participant is enough since
in these scenarios the behaviours of all of the other participants
will be the same. When a Real Concept Drift occurs, that client
labelled data will allow the model to detect that drift and properly
react to it.

(ii) If, on the contrary, data fit the cells marked as Restriction AP-
1T (all participants, one time) in Table 7, then the clients would
present different conditional probabilities, but they will remain
constant in time. In that situation, enough labelled data from all
of the participants will be required at the beginning of the training
process, so we can determine their initial behaviour. Once their
behaviour is settled, it is not possible for it to change, so no more
labelled data is required as time passes.

(iii) Lastly, if conditional probabilities vary both in the spatial and
temporal axis, which corresponds to cells marked as Restriction
AP-MT (all participants, many times) in Table 7, then we need
enough labelled data from all of the participants, from time to
time, so we can conclude when drifts occur and act in conse-
quence. This restriction provides strictly more information than
274

the other ones, so any other scenario considered in Table 7 will
also be solvable under this requirement. However, it could be
very unrealistic to assume that we could have this information
in real-world problems.

The kind of heterogeneity that can be handled without any addi-
tional restriction is by far the most studied one in the literature (see the
number of works cited in Table 4). Situations where some additional
condition is required are less studied, not because the tasks that fit these
scenarios are uncommon, but because it is harder to elaborate methods
that face this type of issue, as they imply working under the restrictions
we just settled.

The spatial and temporal axis can be handled separately since they
involve different kinds of techniques, as we have previously seen, and
they are independent sources of heterogeneity. A realistic problem
may present both of them, and hence the model developed to solve
it must implement some tool that addresses each of the possible kinds
of heterogeneity.

Tools to deal with spatial and temporal heterogeneity are respec-
tively orthogonal, i.e., they do not affect nor interfere on each other.
For instance, the usage of time windows to detect any kind of drift, and
a domain factorization strategy on each client to adapt the different
feature domains, are two strategies that can be deployed at the same
time and have no impact on each other. Therefore, when dealing with
a situation that presents spatial and temporal non-IID data at the same
time, each source of heterogeneity can be addressed independently with
the suitable information, i.e., the restrictions we mentioned.

6. Experiments

In order to solidly establish that the restrictions presented in Sec-
tion 5.3 are essential, and that the corresponding heterogeneity could
not be handled without them, in this section we present several exper-
iments. We aim to illustrate how the different types of non-IID data
deteriorate the models obtained and decreases their performances. We
divide our experiments in two groups, the ones that present spatial
non-IID data (Section 6.1) and those that present temporal non-IID data
(Section 6.2).

For all of the experiments we employed the Digit-five dataset, which
includes MNIST, MNIST-M, SVHN, USPS and Synthetic [79], all gath-
ered. We employ this one because the input images present lots of
different aspects, and hence each of the datasets can represent a dif-
ferent domain. This way we avoid making our own modifications into
𝑃 (𝑥) to get non-IID data, both among the participants and over time.

We restricted the data in each of the 5 domains to 60,000 samples,
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so we have a total of 300,000 patterns. We distributed them across 50
lients, so each of them owns a total of 6000 data samples.

We performed experiments in two different scenarios, one that
resents spatial non-IID data and one that presents temporal non-
ID data. In each of them, some particularities about the problem
etting and the data processing must differ to properly represent each
ituation, so further details are explained in Sections 6.1 and 6.2. The
odel architecture employed was the same in all of the experiments,

nd consists of a simple Convolutional Neural Network (CNN) with 4
onvolutional layers followed by 3 dense layers. In addition, we have
an each experiment multiple times to make sure the results were
tatistically significant and no artefacts had been produced.

.1. Spatial non-IID scenarios

In this scenario, data varies across clients, but remains the same
long time. To achieve this kind of heterogeneity, we present 4 different
ealistic cases that help to understand how the data distributions across
lients affects the performance of some FL models. For our experiments
e selected two different algorithms, FedAvg and FedProx. Recall that
edProx [52] is a method designed to deal with changes in 𝑃 (𝑥) across

clients. In all of the experiments, we selected 35 clients for the training
process, and the data from the rest of them (15 clients) was employed
to perform the testing of the models obtained.

Scenario A. Spatial baseline. The first scenario we present is the
baseline. In this scenario, each client owns 1200 samples from each
of the 5 domains, so the situation is totally IID, which may seem
unrealistic. As illustrated in 7(a) and 7(b), in this scenario both FedAvg
and FedProx perform excellently well, reaching an accuracy of 90%.

Scenario B. Input space heterogeneity with homogeneous test.
In this scenario, the dataset of each client only has data from 1 domain,
and the 15 clients selected for testing are randomly selected. In 7(c)
and 7(d) we can see that the global model from FedAvg and FedProx
achieve a performance similar to the baseline scenario (A), although
the situation presented here is more realistic, since each client presents
its own kind of data. Both methods take a couple more training rounds
to converge, but the difference is not significant, meaning that both
FedAvg and FedProx can deal with this kind of non-IID data.

Scenario C. Input space heterogeneity with biased test. This
scenario is very similar to Scenario 𝐵, with the only difference that all
of the clients that have MNIST data samples are selected for testing, and
for that reason, there are no MNIST data samples in the training clients
datasets. This emulates the situation presented in the Domain Adaptation
techniques (See Section 3.3.1), i.e., a new domain appears in testing
time. In 7(e) and 7(f) we can see that the accuracy drops significantly
in this scenario for both FedAvg and FedProx, which is very reasonable
because most of the data used for testing the model belongs to a domain
what was unseen during training. At the same time, FedProx performs
significantly better than FedAvg (68% and 48% respectively), because
it is prepared to face this kind of heterogeneity.

Scenario D. Behaviour heterogeneity. This last scenario emulates
a situation where some of the participants present different behaviours.
As in Scenario B, each client only has data samples from 1 domain,
and the clients selected for testing are randomized. However, we have
altered all of the labels from the SVHN dataset, so 10 of the clients
present data labelled differently with respect to the others, and 3 of
hem are selected for testing. In 7(g) and 7(h) we can see that FedAvg

and FedProx obtain similar accuracies, 63% and 64% respectively,
because neither of them is designed to face this kind of heterogeneity.

6.2. Temporal non-IID scenarios

In this scenario, data varies along time, but it presents the same
haracteristics and properties in all of the clients, and it varies at the
ame time for all of them. This type of temporal evolution is much
redictable and affordable than what we would expect in a real-life
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problem, but it is enough to deteriorate the federated models, as we
illustrate ahead. Again, for our experiments we selected two different
algorithms, FedAvg and CDA-FedAvg. Recall that CDA-FedAvg [8] is a
method designed to face changes in 𝑃 (𝑥) along time. On the other hand,
FedAvg is not a method designed for CL. It expect to have all the data
available from the beginning of the training process, and that is not the
case here.

To naively adapt FedAvg to this setting, we have fixed that each
lient selected for training processes a significant quantity of data
amples from their dataset, 800, and use them to perform the training
tage. After that, those data samples are stored and the next time that
lient trains a model will be using those 800 samples as well as new 800
ata samples more. We have also fixed a maximum amount of data,
000, that each client can store and use for training, i.e., after that
umber of samples is processed, the training dataset will start forgetting
he first samples collected. The purpose of implementing this restriction
s trying to emulate a real problem, in which the different devices
ay not be capable of handling all the information they capture. This

ame quantities and limitations are fixed for CDA-FedAvg, although
his method only stores data samples when detecting a drift, so its
anagement of resources is more efficient.
Scenario A. Temporal baseline. The first scenario we examine

s the baseline. In this scenario, each client owns 1200 samples from
ach of the 5 domains, and they are shuffled so the domains are all
ixed together. This situation is totally IID, since each client is going

o perceive, in each training round, 800 samples that represent the 5
omains. As illustrated in 8(a) and 8(b), in this scenario both FedAvg
nd CDA-FedAvg perform well, reaching an accuracy of 84% in both
ases. They perform worse that in the Spatial baseline, Figs. 7(a) and
(b), because of the way they are processing the data and the limitation
f 5000 data samples.
Scenario B. Virtual drift. This other scenario presents virtual drifts

n all of the clients simultaneously. Each of them has 1200 samples from
ach domain, but in this case they are not shuffled, i.e., the first 1200
amples are from the MNIST dataset, the next 1200 are from the SVHN
ataset, and so on. The results in this case show that FedAvg is seriously
ffected by this kind of data heterogeneity (see Fig. 8(c)), lowering
ts accuracy to 48%. On the other hand, CDA-FedAvg can handle this
ituation (see Fig. 8(d)), achieving an accuracy of 79%.

. Challenges and future directions

Along this review, we have discussed the different possible causes
f data heterogeneity, as well as the most common and remarkable
trategies developed so far to face it. Some of those strategies are
lready designed and implemented in the FL framework, while some
thers seem promising, but at the moment are only conceived in
entralized settings. At the same time, we have addressed the necessity
f considering time-evolving methods for real-life federated problems.
ome works are aware of this kind of issue, but nowadays this area of
esearch is much less studied than the one regarding non-IID data.

Concerning the non-IID data, there are some important existing
roblems. One of the biggest ones is that most of the strategies designed
o tackle non-IID data do not specify what kind of non-IID data source
hey work with. See, for instance, works presented in Sections 3.2 and
.3. Hence, when trying to apply some method for a real-life problem,
t is unclear to determine which ones are useful, or if some of them
re more appropriate than others. Also, the fact that a lots of works
laim to deal with non-IID data leads to the thinking that there are a
ot of different techniques in the current literature to solve non-IID data
roblems, but the reality is that some kinds of heterogeneity are still
arely studied.

Nowadays, personalization strategies (Section 3.2) are gaining a
ot of importance in FL. These methods are aware of the possibility
f having clients that need their own outputs for their data. On the
ontrary, most of the current strategies in the literature assume that
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Fig. 7. Performances of FedAvg and FedProx in the different Spatial non-IID Scenarios. The black thick line represents the global model accuracy, whereas the other ones represent
the accuracy achieved by the model of each client.
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Fig. 8. Performances of FedAvg and CDA-FedAvg in the different Temporal non-IID
Scenarios. The black thick line represents the global model accuracy, whereas the other
ones represent the accuracy of the model of each client.
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the same input data belonging to different participants must be replied
to with the same output. As we saw in Sections 3.3.2 and 5.2, this is
not always true.

Moreover, some of the proposed techniques for handling spatial
non-IID data are already conceived in a FL framework, such as Gener-
ative Adversarial Networks. Nonetheless, some strategies are yet to be
deployed in FL settings. Is the case of Domain Factorization methods
and Dissimilarity methods. Regarding Domain Factorization, the main
challenge when trying to perform these strategies in a federated set-
ting is that each participant would construct a different input space
factorization, and it is necessary to establish a common ground for
all of them. Concerning Dissimilarity methods, the main challenge is
establishing a common metric that generalizes the domain variability
of all participants.

Concerning the temporal dimension, it is important to notice that
the current strategies of drift detection and adaptation are mostly
deployed in centralized settings. However, we selected the strategies
they employ because they could be easily adapted to federated settings.
For instance, in a federated environment, each of the participants could
perform a rehearsal technique to avoid forgetting previous concepts.
Another possibility, considering Regularization Methods, is that clients
who perceive different domains train particular neurons of the network,
leading to a faster domain adaptation. Nonetheless, some difficulties
can arise in these situations:

• Clients may experience drifts at different timestamps, and thus
they present different input domains simultaneously. This can
lead to very different updates for the global model, and prevent
the global model from converging.

• Clients may experience similar drifts in their data without being
aware of it, and mechanisms that provide this information would
facilitate achieving a better model faster.

In addition to the inherent difficulties of considering heterogeneous
data, the lack of specific datasets makes it harder to test the quality of
the methods under these settings. At the present moment, each work
employs different datasets to test their methods, and in the majority
of cases, they need to modify those datasets to create the desired data
distributions (see Tables 2, 3, 5 and 6). Under these circumstances, it
is impossible to fairly compare those methods. It is necessary to have
a common benchmark dataset, with standard representations of some
types of heterogeneous data. This would allow to contrast the current
and future strategies over a common set of data and properly compare
them.
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